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Foreword 

KES International (KES) is a worldwide organisation that provides a professional 
community and association for researchers, originally in the discipline of Knowledge 
Based and Intelligent Engineering Systems, but now extending into other related 
areas.  Through this, KES provides its members with opportunities for publication and 
beneficial interaction.  

The focus of KES is research and technology transfer in the area of Intelligent Sys-
tems, i.e. computer-based software systems that operate in a manner analogous to the 
human brain, in order to perform advanced tasks.  Recently KES has started to extend 
its area of interest to encompass the contribution that intelligent systems can make to 
sustainability and renewable energy, and also the knowledge transfer, innovation and 
enterprise agenda.   

Involving several thousand researchers, managers and engineers drawn from uni-
versities and companies world-wide, KES is in an excellent position to facilitate in-
ternational research co-operation and generate synergy in the area of artificial intelli-
gence applied to real-world ‘Smart’ systems and the underlying related theory. 

The KES annual conference covers a broad spectrum of intelligent systems topics 
and attracts several hundred delegates from a range of countries round the world.  
KES also organises symposia on specific technical topics, for example, Agent and 
Multi Agent Systems, Intelligent Decision Technologies, Intelligent Interactive Mul-
timedia Systems and Services, Sustainability in Energy and Buildings and Innovations 
through Knowledge Transfer.  KES is responsible for two peer-reviewed journals, the 
International Journal of Knowledge based and Intelligent Engineering Systems, and 
Intelligent Decision Technologies: an International Journal.   

KES supports a number of book series in partnership with major scientific publishers.   
Published by Springer, ‘Smart Innovative Systems and Technologies’ is the KES 

flagship book series.  The aim of the series is to make available a platform for the 
publication of books (in both hard copy and electronic form) on all aspects of single 
and multi-disciplinary research involving smart innovative systems and technologies, 
in order to make the latest results available in a readily-accessible form.  

The series covers systems that employ knowledge and intelligence in a broad 
sense.  Its focus is systems having embedded knowledge and intelligence, which may 
be applied to the solution of world industrial, economic and environmental problems 
and the knowledge-transfer methodologies employed to make this happen effectively.  
The combination of intelligent systems tools and a broad range of applications intro-
duces a need for a synergy of scientific and technological disciplines. 

Examples of applicable areas to be covered by the series include intelligent deci-
sion support, smart robotics and mechatronics, knowledge engineering, intelligent 
multi-media, intelligent product design, intelligent medical systems, smart industrial 
products, smart alternative energy systems, and underpinning areas such as smart 
systems theory and practice, knowledge transfer, innovation and enterprise.   

 



 Foreword VI 

The series includes conference proceedings, edited collections, monographs, hand-
books, reference books, and other relevant types of book in areas of science and tech-
nology where smart systems and technologies can offer innovative solutions.  

High quality is an essential feature for all book proposals accepted for the series.  It 
is expected that editors of all accepted volumes take responsibility for ensuring that 
contributions are subjected to an appropriate level of reviewing process and adhere to 
KES quality principles. 
 
 

Professor Robert J. Howlett 
Executive Chair, KES International 

Visiting Professor, Enterprise: Bournemouth University 
United Kingdom 

 



 

 

Preface 

Intelligent Decision Technologies (IDT) seeks an interchange of research on intelli-
gent systems and intelligent technologies which enhance or improve decision making 
in industry, government and academia. The focus is interdisciplinary in nature, and 
includes research on all aspects of intelligent decision technologies, from fundamental 
development to the applied system.  

The field of intelligent systems is expanding rapidly.  Advances in artificial intelli-
gence (AI) and connectivity have delivered exciting new applications.  Networks have 
integrated the Internet and wireless technologies to enable communication and coor-
dination between dispersed systems. Intelligent decision making now means that 
technology assists the human decision maker in everyday tasks and complex envi-
ronments. The field of intelligent decision systems is interdisciplinary in nature, 
bridging computer science with its development of artificial intelligence, information 
systems with its development of decision support systems, and engineering with its 
development of technology.   

It is therefore an honor to publish the research of scholars from the Second KES 
International Symposium on Intelligent Decision Technologies (KES IDT’10), hosted 
and organized by the Sellinger School of Business and Management, Loyola Univer-
sity Maryland, USA, in conjunction with KES International.  The book contains chap-
ters based on papers selected from a large number of submissions for consideration 
for the symposium from the international community.  Each paper was peer reviewed 
by at least two independent referees.  The best papers were accepted based on rec-
ommendations of the reviewers and after required revisions had been undertaken by 
the authors.  The final publication represents the current leading thought in intelligent 
decision technologies. 

We wish to express our sincere gratitude to the plenary speakers, invited session 
chairs, delegates from all over the world, the authors of various chapters and review-
ers for their outstanding contributions.   We express our sincere thanks to Dr. Karyl 
Leggio, Dean of the Sellinger School, and to Loyola University Maryland for their 
sponsorship and support of the symposium.  We would like to thank Peter Cushion of 
KES International for his help with organizational issues.  We thank the editorial team 
of Springer-Verlag and Heather King for their support in production of this volume.  
We sincerely thank Jean Anne Walsh, Katlyn Good, Jessica Ross, Brian Hatcher,  
Pat Donohue and students (Nathan Hill, Mary Kiernan, Pat Moran, JT Laue) at 
Loyola University Maryland for their assistance.   

 
 
 



VIII Preface 

 

We hope and believe that this volume will contribute to ideas for novel research 
and advancement in intelligent decision technologies for researchers, practitioners, 
professors and research students who are interested in knowledge-based and intelli-
gent engineering systems. We invite you to join us at a future symposium. 

 
 

Baltimore, Maryland, USA 
July 28-30, 2010 

Gloria Philips-Wren  
Kazumi Nakamatsu 

Lakhmi C. Jain 
Robert J. Howlett 
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Abstract. This paper presents a computational approach to intelligence analysis which is 
viewed as mixed-initiative discovery of evidence, hypotheses and arguments by an intel-
ligence analyst and a cognitive assistant. The approach is illustrated with the analysis of 
wide area motion imagery of fixed geographic locations where the goal is to discover 
threat events such as an ambush or a rocket launch. This example is used to show how 
the Disciple cognitive assistants developed in the Learning Agents Center can help the 
analysts in coping with the astonishing complexity of intelligence analysis. 

Keywords: intelligence analysis, science of evidence, wide-area motion imagery, discov-
ery, cognitive assistants, learning, evidence-based reasoning, mixed-initiative reasoning. 

1   Introduction 

Problem-solving and decision-making depends critically on accurate intelligence that 
needs to be discovered in an overwhelming amount of mostly irrelevant, always in-
complete, usually inconclusive, frequently ambiguous, and commonly dissonant in-
formation with various degrees of believability about a highly complex and dynamic 
world. This is an astonishingly complex process where each analytic task is unique 
and always requires mixtures of imaginative and critical reasoning. Indeed, hypothe-
ses about situations of interest must be generated by imaginative thought and then 
subjected to critical evidence-based analysis.  

We are researching a computational theory of intelligence analysis which forms the 
basis for the development of cognitive assistants that help intelligence analysts in cop-
ing with this complexity.  Part of this theory is a view of intelligence analysis as 
mixed-initiative discovery of evidence, hypotheses and arguments by intelligence 
analysts (who are capable of imaginative reasoning, have broad subject matter exper-
tise, and have access to evidence from a wide variety of sources) and their cognitive 
assistants (that are capable of critical reasoning and have both domain-specific 
knowledge and general knowledge from the Science of Evidence).  

In the next section we present a sample intelligence analysis problem (analysis of 
wide-area motion imagery) that will be used to illustrate the developed approach. Af-
ter that, the following five sections present the processes of discovery of hypotheses, 
evidence and arguments. Then, section 8 concludes the paper with a discussion on 
how the Disciple cognitive assistants developed in the Learning Agents Center, which 
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are capable of analytic assistance, learning, and tutoring, can help in coping with the 
astonishing complexity of intelligence analysis [14, 15].  

2   Sample Problem: Analysis of Wide-Area Motion Imagery 

Capabilities exit today to persistently monitor fixed geographic locations (such as 
conflict areas) as wide as 100 km2, for long periods of time, using electro-optic sen-
sors (see Fig. 1). This leads to the collection of huge amounts of data to be used either 
in real-time analysis or in forensic analysis. During real-time analysis, analysts at-
tempt to discover impeding threat events (e.g., ambush, kidnapping, rocket launch, 
false check-point, suicide bomber, IED) in time to react. During forensic analysis, the 
analysts backtrack from such an event (e.g., an ambush) in order to discover the par-
ticipants, possible related locations and events, and the specific movement patterns 
[2]. The problem however is that the manual analysis of these huge amounts of data 
would require thousands of analysts.  

We will use this sample analysis problem to illustrate our approach. 

 

Fig. 1. Wide area motion imagery (WAMI). 

3   Discovery of Hypotheses  

Let us consider an analyst who, while reviewing wide area motion imagery (WAMI) 
of a region of Iraq, notices evidence of road work at 1:17am, an unusual time for such 
an activity. The question is: What possible threat does this evidence suggest? Through 
a flash of insight, the analyst may abductively leap to the hypothesis Hk that there is 
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an ambush threat at that location [6]. Attempting to justify the hypothesis, the analyst 
may generate the following abductive inference steps shown also in the left hand side 
of Fig. 2 (as we know, abductive inference indicates that something is possibly true):  

 E*
i: There is evidence of road work at 1:17am at location L1. 

   Ei: It is possible that there is indeed road work at location L1. 
    Ha: It is possible that the road work is for blocking the road 
     Hc: It is possible that there is an ambush preparation at location L1. 
      Hk: It is possible that there is an ambush threat at location L1. 

So here we have evidence in search of hypotheses where a newly discovered item of 
evidence searches for hypotheses that would explain it. 

4   Discovery of Evidence 

A great challenge in any intelligence analysis task is the massive amount of data that 
needs to be searched quickly, especially during the real-time use of the system. The 
diagram in the middle of Fig. 2 illustrates the deductive process involved in putting 
the generated hypothesis at work to guide the search for new relevant evidence in the 
WAMI data. The question is: Assuming that the threat is real, what other events or 
entities should be observable? The deductive reasoning process for answering this 
question successively reduces the assessment of the top-level hypothesis Hk to the as-
sessment of simpler hypotheses, ultimately resulting in precise queries to be answered 
from the WAMI data (as we know, deductive inference indicates that something is 
necessarily true): 

  Let us assume Hk, that there is an ambush threat at location L1 after 1:17am. 
   Hb: L1 should be an ambush location. 
   Hc: There should be ambush preparation at L1 around 1:17am. 
   Hq: There should be ambush execution at L1 (if forensic analysis). 

If this is real-time analysis occurring soon after 1:17am, then the ambush has not yet 
been executed and the third sub-hypothesis (Hq) will not be considered. However, if 
this is forensic analysis, then Hq should also be considered. 

  Let us now assume Hb, that L1 is indeed an ambush location. 
 Hd: L1 should be on a route of the blue forces after 1:17am.  

   He: There should be cover at location L1. 

 This guides the analyst to search for the following evidence: 

• Search for evidence that L1 is on a planned blue route after 1:17am. 
• Search for evidence in the WAMI data that there is cover at location L1. 

A similar analysis of the hypothesis Hc (There is an ambush preparation at L1 around 
1:17am) leads to the following queries for specific events and entities in the WAMI 
data and from other sources (shown as shaded circles in Fig. 2): 

• Search for evidence in the WAMI data that there is departure of vehicle V1 
from facility F1 before 1:17am. 

• Search for evidence that F1 is a suspected terrorist facility. 
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• Search for evidence in the WAMI data that there is arrival of vehicle V1 at 
location L1 short before 1:17am. 

• Search for evidence in the WAMI data that personnel P1 descends from vehi-
cle V1 at location L1 short before 1:17am. 

Notice that these are precise queries that can be answered very fast. Being based on 
evidence, the answers will be probabilistic, such as: 

 It is almost certain that there is arrival of vehicle V1 at location L1 at 1:09am. 
 It is very likely that personnel P1 descends from vehicle V1 at L1 at 1:10am. 

These probabilistic solutions and other discovered evidence will be used to assess the 
likelihood of the top level hypothesis Hk, as discussed in Section 5. 

The above has illustrated the deductive process of hypotheses in search of evidence 
that leads to the discovery of new evidence that may favor or disfavor them.  

Some of the newly discovered items of evidence may trigger new hypotheses or 
the refinement of the current hypothesis. Therefore, as indicated at the bottom of Fig. 
2, the processes of evidence in search of hypotheses and hypotheses in search of evi-
dence take place at the same time, and in response to one another.  

Evidential tests 
of hypotheses 

(What is the likelihood of the threat 
based on the available evidence?) 

Inductive reasoning 

Hypotheses in search 
of evidence 

(Assuming that the threat is real, what other 
events or entities should be observable?) 

Items of 
Evidence 

  
 
 

Hb Hc 

Ha 

Ei 

Hd He 

Hf: 
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Hg Hm Hn 

Hk: It is very likely that 
there is an ambush threat 
at location L1 after 1:17am 

Potential 
Items of 

Evidence 

  
 
 

Hk: Ambush threat 
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Deductive reasoning 

Evidence in search 
of hypotheses 

Hk: Ambush 
threat 

E*
i: Evidence of 
road work at 
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(What threat does this 
evidence suggest?) 

Ei: Road work 
at unusual time 

Ha: 
Roadblock 

Hc: 
Ambush 

preparation 

Abductive reasoning 
P possibly Q P  necessarily Q P  probably Q 

 

Fig. 2. Discovery of evidence, hypotheses and arguments. 

5   Discovery of Arguments 

The discovered evidence (shown as black circles at the right hand side of Fig. 2) can 
now be used to discover an argument that assesses, through inductive inference, the 
likelihood of the hypothesis Hk (e.g.,“It is very likely that there is an ambush threat at 
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location L1 after 1:17am”). As we know, inductive inference indicates that something 
is probably true.  

Fig. 3 shows a Wigmorean probabilistic inference network that combines the de-
ductive reasoning tree and the inductive reasoning tree from Fig. 2. This network has 
a well-defined structure, which has a grounding in the problem reduction representa-
tions developed in Artificial Intelligence [4, 10], and in the argument construction 
methods provided by the noted jurist John H. Wigmore [17], the philosopher of  
science Stephen Toulmin [16], and the evidence professor David Schum [5, 7]. This 
approach uses expert knowledge and evidence to successively reduce a complex hy-
pothesis analysis problem to simpler and simpler problems, to find the solutions of the 
simplest problems, and to compose these solutions, from bottom-up, to obtain the so-
lution of the initial problem. The Wigmorean network shows how evidence is linked 
to hypotheses through arguments that establish the relevance, believability and infer-
ential force or weight of evidence [5, 9]. 

As shown in Fig. 3, the assessment of hypothesis Hk is reduced to the assessment 
of two simpler hypotheses: Hb and Hc. Then Hb is reduced to Hd and He. Each of these 
two hypotheses is assessed by considering both favoring evidence and disfavoring 
evidence. Let us assume that there are two items of favoring evidence for Hd: Ed1 and 
Ed2. For each of them one would need to assess the extent to which it favors the hy-
pothesis Hd. This requires assessing the relevance, believability, and inferential force 
or weight of evidence.  

Relevance answers the question: So what? How does this item of information bear 
on what the analyst is trying to prove or disprove?  

Believability (or credibility) answers the question: Can we believe what this item of 
intelligence information is telling us?  

Inferential force or weight answers the question: How strong is this item of rele-
vant evidence in favoring or disfavoring various alternative hypotheses or possible 
conclusions being entertained?  

Let us assume the following solutions for the relevance and the believability of Ed1: 
“If we believe Ed1 then Hd is almost certain” and “It is likely that Ed1 is true.”  

In this example, almost certain and likely are symbolic probabilities for likelihood 
similar to those from the DNI’s standard estimative language, but other scales for un-
certainty can easily be used [18]. 

The relevance of Ed1 (almost certain) is combined with its believability (likely), for 
example through a “min” function, to determine Ed1’s inferential force or weight on 
Hd: “Based on Ed1 it is likely that Hd is true.”  

Similarly one assesses the inferential force of Ed2 on Hd: “Based on Ed2 it is almost 
certain that Hd is true.”  

By composing the above solutions (e.g., through “max”) one assesses the inferen-
tial force of the favoring evidence (i.e., Ed1 and Ed2) on Hd: “Based on the favoring 
evidence it is almost certain that Hd is true.”  

Similarly one assesses the inferential force of the disfavoring evidence on Hd: 
“Based on the disfavoring evidence it is unlikely that Hd is false.”  

Now because there is very strong evidence favoring Hd and there is weak evidence 
disfavoring Hd, one concludes: “It is almost certain that Hd is true.”  
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Fig. 3. Wigmorean probabilistic inference network for hypothesis assessment. 

He is assessed in a similar way: “It is likely that He is true.” Then the assessments 
of Hd and He are composed (through “min”) into the assessment of Hb: “It is likely 
that Hb is true.” Finally, this assessment is composed with the assessment of Hc (“It is 
almost certain that Hc is true.”), through “average”, to obtain the assessment of Hk 
(“It is very likely that Hk is true.”) 

6   Believability of Evidence 

Above we have discussed the process of evidence-based hypothesis assessment down 
to the level where one has to assess the relevance and the believability of an item of 
evidence. In this section we will show how a Disciple agent helps in assessing the be-
lievability of evidence. This is based on its stock of established knowledge about evi-
dence, its properties, uses, and discovery from the emerging Science of Evidence [1, 
5, 7, 8], which is itself based upon 700 years of experience in the Anglo-American 
system of law. For example, the right-hand side of Fig. 4 shows a substance-blind 
classification of recurrent forms and combinations of evidence based, not on sub-
stance or content, but on the inferential properties of evidence [9].  
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This classification is important because each type of evidence has specific believ-
ability credentials, as well as a well-defined procedure for assessing its believability, 
as shown in the left hand side of Fig. 4.  

In this classification, wide area motion imagery is demonstrative tangible evidence 
(i.e., a representation or image of a tangible thing), which has three believability at-
tributes: authenticity, reliability, and accuracy.  

Authenticity addresses the question: Is this object what it is represented as being or 
is claimed to be?  

Reliability is especially relevant to various forms of sensors that provide us with 
many forms of demonstrative tangible evidence. A system, sensor, or test of any kind 
is reliable to the extent that the results it provides are repeatable or consistent. For ex-
ample, a sensing device is reliable if it provides the same image or report on succes-
sive occasions on which this device is used.  

Finally, the accuracy concerns the extent to which the device that produced the rep-
resentation of the real tangible item had a degree of sensitivity (resolving power or 
accuracy) that allows us to tell what events were observed. 

For testimonial evidence we have two basic sources of uncertainty: the competence 
and the credibility of the source (see bottom left-side of Fig. 4). Competence involves 
access and understandability. Credibility involves veracity (or truthfulness), objectiv-
ity, and observational sensitivity under the conditions of observation [9]. 
 

Evidence classification 
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completely 
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of S wrt E2 

Assess the  
observational sensitivity  

of S wrt E2 

 

Fig. 4. Types of evidence and their believability assessments. 

7   Analysis of Competing Hypotheses 

Just because we have evidence of an event (e.g., E*i: evidence of road work at 
1:17am) does not mean that the event actually occurred. Thus, as indicated in Fig. 5, 
we need to test two hypotheses: Ei (There is road work …) and Not Ei (There is no 
road work …). Similarly, for each abduced hypothesis (e.g., Ha: Roadblock), one 
would need to consider competing hypotheses (e.g., Ha1: Road repair). Moreover, for  
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Fig. 5. Analysis of competing hypotheses. 

each such competing hypothesis one has to search for relevant evidence and use this 
evidence to test it, as discussed in the previous sections. 

8   Cognitive Assistants for Learning, Teaching, and Analysis 

The researched computational theory of intelligence analysis is being implemented in 
Disciple cognitive assistants that synergistically integrate three complex capabilities. 
They can rapidly learn the analytic expertise which currently takes years to establish, 
is lost when analysts separate from service, and is costly to replace. They can tutor 
new intelligence analysts how to systematically analyze complex hypotheses. Finally, 
they can assist the analysts in analyzing complex hypotheses, collaborate, and share 
information [14, 15]. 

The problem solving engine of a Disciple assistant employs a general divide-and-
conquer approach to problem solving, called problem-reduction/solution-synthesis, 
which was illustrated in Fig. 3. To exhibit this type of problem solving behavior, the 
knowledge base of the agent contains an ontology which describes both general  
concepts for evidence-based reasoning (see Fig. 4) and domain-specific concepts from 
an application domain. The knowledge base also includes a set of learned problem 
 reduction and solution synthesis rules which are represented with the concepts from 
the ontology. A problem reduction rule expresses how and under what conditions a 
generic problem can be reduced to simpler generic problems. Reduction rules are ap-
plied to automatically reduce assessment problems to simpler problems, as illustrated 
in Fig. 3. Similarly, a solution synthesis rule expresses how and under what condi-
tions the solutions of generic sub-problems can be combined into the solution of a  
generic problem. These rules are applied to automatically perform compositions such 
as those from Fig. 3. 
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The cognitive assistant also includes a complex learning engine that uses multis-
trategy methods (e.g., learning from examples, from explanation, and by analogy) to 
allow a subject matter expert to teach it in a way that is similar to how the expert 
would teach a person [10, 11, 14]. For instance, the expert will show the agent how to 
perform an analysis, as it was illustrated in Fig. 2, and will help it to understand each 
inference step. The agent, on the other hand, will attempt to learn a general reduction 
and synthesis rule from each such step and will extend its ontology. Moreover, the 
acquired knowledge will be pedagogically tuned [3], the agent solving new problems 
and explaining its reasoning similarly to how the expert taught it. This makes the 
agent an effective tool for teaching new intelligence analysts. 

A trained Disciple cognitive assistant can help an analyst cope with the astonishing 
complexity of intelligence analysis through the use of mixed-initiative reasoning, a 
type of collaboration between humans and automated agents that mirror the flexible 
collaboration between people. It consists of an efficient, natural interleaving of con-
tributions by the analyst and the agent that is determined by their relative knowledge 
and skills and the problem-solving context, rather than by fixed roles, enabling each 
of them to contribute what it does best, at the appropriate time [12, 13]. The analyst 
will act as the orchestrator of the reasoning process, guiding the high-level explora-
tion, while the agent will implement this guidance by taking into account the analyst’s 
preferred problem solving strategies, assumptions and biases. For example, the agent 
discovers evidence in the WAMI data of road work at location L1, at 1:17am, an un-
usual time for such an activity, and alerts the analyst. As a result, the analyst directs 
the agent to analyze the hypothesis that there is an ambush threat and the agent devel-
ops the reasoning tree from the middle of Fig. 2, which will guide it to search for ad-
ditional relevant evidence in the WAMI data and from other sources. The identified 
evidence is then used by the agent to evaluate the likelihood of the considered hy-
pothesis, as was discussed in Section 5 and illustrated in Fig. 3. This reasoning tree 
makes very clear the analysis logic, what evidence was used and how, what assump-
tions have been made, and what is not known. This allows the analyst to critically 
evaluate the reasoning process, to accept parts of it, to modify other parts, and to pro-
duce an analysis which s/he would consider her/his own. The emphasis is on enhanc-
ing analyst’s creativity, relying on the human to take the most critical decisions, and 
only to critique and correct the more routine ones that are proposed by the agent.  
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Abstract. Building design is a complex process because of the number of elements 
and issues involved and the number of relationships that exist among them. Adding 
sustainability issues to the list increases the complexity of design by an order of mag-
nitude. There is a need for computer assistance to manage the increased complexity of 
design and to provide intelligent collaboration in formulating acceptable design solu-
tions. Software development technology today offers opportunities to design and 
build an intelligent software system environment that can serve as a reliable intelli-
gent partner to the human designer. In this paper the authors discuss the requirements 
for an intelligent software design environment, explain the major challenges in de-
signing this environment, propose an architecture for an intelligent design support 
system for sustainable design and present the existing technologies that can be used to 
implement that architecture. 

Keywords: agents, architectural design, collaboration, design, ecological design, on-
tology, representation, service-oriented architecture (SOA), sustainability. 

1   Introduction 

Typically, design requires decisions to be made among several imperfect alternatives. 
It is in the nature of those decisions that designers will often find the need to supple-
ment logical reasoning with intuitive feelings about the problem situation that can 
lead to creative solutions and new knowledge. As a rule such new knowledge cannot 
be logically deduced from the existing available knowledge and is validated only after 
the solution has been discovered and tested. In this respect design is not unlike the de-
cision making activities that occur in a wide range of complex problem situations that 
have to be dealt with in many professional fields such as management, economics, 
medicine, law, transportation planning, and military command and control. 

2   The Inherent Complexity of Building Design 

Design is the core activity in the field of architecture. The design of even a relatively 
simple low-rise building can be a complex task involving critical issues related to 
macro and micro climatic conditions, building loads and structural system selection, 
site planning, internal space layout, heating and cooling, ventilation, lighting, noise 
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control and room acoustics, construction materials and finishes, security, privacy, 
construction duration and cost, labor and product availability, and aesthetics. Since 
many of these design issues tend to conflict in different ways, it is not just the number 
of issues involved but in particular the relationships among the issues that are the core 
cause of design complexity.  

To come to terms with such a complex problem solving environment architects 
pursue an iterative path of analysis, synthesis, and evaluation that requires the design 
problem to be decomposed into multiple sub-problems (Pohl 2008). Typically, they 
will select what they consider to be the most important issues and analyze those 
largely in isolation from the other issues. The results of this analysis are then synthe-
sized into narrow solutions, which are evaluated in the context of both the selected 
and the remaining issues. When the narrow solutions fail to adequately cater for some 
of the issues the entire analysis, synthesis, and evaluation cycle is laboriously re-
peated with the objective of generating better narrow solutions.  

3   Increased Complexity of Ecological Design 

Based on current and historical building construction and occupancy experience it is 
quite difficult to imagine the design and operation of a building that is not in some 
measure destructive to the natural environment. Typically: the site is graded to pro-
vide convenient vehicular access and suit the layout of the building and its immediate 
surroundings; the construction materials and components are produced from raw ma-
terials that are extracted from nature and consume a great deal of energy during their 
production; the materials and components are transported to the site consuming more 
energy in transit; on-site construction generates waste in terms of packaging material 
and the fabrication of footings, walls, floors, and roof; during the life span of the 
building energy is continuously consumed to maintain the internal spaces at a com-
fortable level and power multiple appliances (e.g., lights, communication and enter-
tainment devices, food preservation and preparation facilities, and security systems); 
despite some concerted recycling efforts much of the liquid and solid waste that is 
produced during the occupancy of the building is normally collected and either treated 
before discharge into nature or directly buried in landfills; and finally, at the end of 
the life span when the building is demolished most, if not all, of the construction ma-
terials and finishes are again buried in landfill sites. 

Let us consider the other extreme, a building that has been designed on ecological 
principles and is operated as a largely self-sufficient micro-environment. Ecological 
design has been defined in broad terms as being in symbiotic harmony with nature 
(Van Der Ryn and Cowan 1996, Kibert 2005). This means that the building should in-
tegrate with nature in a manner that is compatible with the characteristics of natural 
ecosystems. In particular, it should be harmless to nature in its construction, utiliza-
tion, and eventual demolition. The implementation of ecological design concepts in 
architecture has gained momentum over the past two decades with the increasing 
adoption of sustainability as a primary design criterion. 

In the context of the built environment sustainability is the overarching concept 
that acknowledges the need to protect the natural environment for future generations. 
It proposes that anything that we build today should be sustainable throughout its life 
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span. Furthermore, at the end of its life span it should be amenable to deconstruction 
and the reuse of all of its materials in some form. For a building to meet the full inten-
tions of sustainability it would need to: 

• be constructed only of materials and products that are reusable in some form or an-
other at the time of deconstruction of the building and, by implication, most of 
these materials would already contain recycled ingredients; 

• be constructed of materials and products that used as little energy (i.e., embodied 
energy) as possible during their manufacture; 

• be constructed of materials that are not subject to toxic off-gassing; 
• be as close to energy self-sufficiency as possible subject to climatic and technology 

limitations; 
• employ water harvesting, treatment and reuse strategies to reduce its freshwater 

draw to the smallest possible amount (i.e., about 10% of existing usage based on 
current predictions); and, 

• incorporate a waste management system that is capable of recycling most, if not 
all, of the dry and wet waste produced in the building. 

The overarching impact of such stringent sustainability-based design and occu-
pancy requirements adds an order of magnitude of complexity to an already very 
complex and time consuming building design process. How will the architect be able 
to cope with the increasing complexity of the building design process under these ex-
acting ecological design principles based on sustainability criteria? Clearly, this is not 
just a matter of academic preparation and experience, but will depend on the ability of 
the designer to apply sufficient technical depth and breadth to the development of the 
design solution. Such an ability will increasingly depend on the availability of an ar-
senal of readily accessible and seamlessly integrated design tools. What is required 
amounts to an intelligent design environment that seamlessly assists the designer in 
finding and gaining access to the required information, generating and evaluating nar-
row solutions on the basis of simulations, identifying and resolving conflicts as nar-
row solutions are merged into broader solutions, and continuously monitoring the 
progress of the overall design solution within a dynamically interactive and collabora-
tive software environment. 

4   Desirable Capabilities of an Intelligent Design Environment 

Some importance is attached to the term environment in preference to the more con-
ventional nomenclature that would refer to a related set of software components that 
are intended to interoperate as a system. The use of the term environment is intended 
to convey a level of integration of capabilities that is seamless and transparent to the 
user. In other words, while engaged in the design activity the designer should not be 
conscious of the underlying software and inter-process communication infrastructure 
that is necessary to support the operation of the environment. The objective is for the 
designer to be immersed in the design activity to the extent that both the automated 
capabilities operating mostly in background and the capabilities explicitly requested 
by the user at any particular time operating in foreground are an integral part of the 
process.   
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From a general point of view there are at least two overriding requirements for an 
intelligent computer-based design environment. The first requirement relates to the 
representation of information within the environment. The software must have some 
level of understanding of the information context that underlies the interactions of the 
human user with the environment. This is fundamental to any meaningful human-
computer interaction that is akin to a partnership. The level to which this understand-
ing can be elevated will largely determine the assistance capabilities and essentially 
the value of the software environment to the human designer. 

The second requirement is related to the need for the designer to be able to collabo-
rate. In a broad sense this includes not only the ability to interact with human users 
who play a role in the design process, such as members of the design team, specialist 
consultants, material and product vendors, contractors and subcontractors, the build-
ing owners and their representatives, and local building authorities, but also non-
human sources of information and capabilities. All of these interactions between the 
designer, other human participants in the design process, data sources, and software-
based problem solving capabilities, must be able to be performed seamlessly without 
the user having to be concerned about access protocols, data formats, or system inter-
operability issues.  

While these overall requirements would at first sight appear to be utopian com-
pared with the state of computer-based environments that exist today (2010), the 
technology needed for the creation of such environments has been rapidly emerging 
during the past decade and is now largely available. However, before addressing the 
technical software design aspects it will be necessary to delve more deeply into the 
functional requirements of the postulated intelligent design environment.   

Emphasis on partnership:  A desirable computer-aided design environment is one 
that assists and extends the capabilities of the human designer rather than replaces the 
human element.  Human beings and computers are complementary in many respects. 
The strengths of human decision makers in the areas of conceptualization, intuition, 
and creativity are the weaknesses of the computer. Conversely, the strengths of the 
computer in computation speed, parallelism, accuracy, and the persistent storage of 
almost unlimited detailed information are human weaknesses. It therefore makes a 
great deal of sense to view a computer-based design environment as a partnership be-
tween human and computer-based resources and capabilities.  

This is not intended to suggest that the ability to automate functional sequences in 
the computer-based environment should be strictly confined to operations that are per-
formed in response to user actions and requests. Apart from the monitoring of prob-
lem solving activities, the detection of conflicts, and the execution of evaluation, 
search and planning sequences, the computer-based environment should be able to 
undertake proactive tasks. The latter should include not only anticipation of the likely 
near-term need for data from sources that may be external to the design environment 
and need to be acquired by the environment, but also the exploration of alternative so-
lution strategies that the environment considers promising even though the user may 
be currently pursuing another path.  

It follows that the capabilities of the computer-based environment should be de-
signed with the objective of assisting and complementing the user in a teaming role. 
Such tools are interactive by nature, capable of engaging in collaboration with the 
user to acquire additional information to help better understand the situation being 
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analyzed. These tools are also able to provide insight into the reasoning processes 
that they are applying, thereby allowing the designer to gain confidence in their in-
ferencing capabilities as well as make subtle adjustments in the logic being applied. 
The authors’ past experience with multi-agent decision-support applications has 
shown that tools that are engineered for collaboration with each other and the human 
user provide opportunities for augmenting their capabilities through user interaction 
during execution (Pohl et al. 1997). It is therefore suggested that these kinds of tools 
better assist designers in dealing with the complexity of design. In other words, a 
collaborative approach affords the necessary visibility and agility to deal with the 
large number of considerations across a far reaching set of domains that character-
izes the design activity. 

Collaborative and distributed:  Design or complex problem environments in general 
normally involve many parties that collaborate from widely distributed geographical 
locations and utilize information resources that are equally dispersed. A computer-
based design environment can take advantage of the distributed participation by itself 
assuming a distributed architecture. Such an architecture typically consists of several 
components that can execute on more than one computer. Both the information flow 
among these components and the computing power required to support the system as 
a whole can be decentralized. This greatly reduces the potential for communication 
bottlenecks and increases the computation speed through parallelism. 

An open architecture:  The high degree of uncertainty that pervades complex prob-
lem environments, such as design, extends beyond the decision-making activity of the 
collaborating problem solvers to the configuration of the computer-based environment 
itself. The components of a design environment are likely to change over time, 
through modification, replacement, deletion, and extension. It should be possible to 
implement these changes in a seamless fashion through common application pro-
gramming interfaces and shared resources.  

Tools rather than solutions:  The computer-based design environment should offer a 
set of tools rather than solutions to a predetermined set of problems. The indetermi-
nate nature of design problems does not allow us to predict, with any degree of cer-
tainty, either the specific circumstances of a future problem situation or the precise 
terms of the solution. Under these circumstances it is far more constructive to provide 
tools that will extend the capabilities of the human designer in a highly interactive 
problem solving environment. 

Expressive internal representation:  The ability of the computer-based environment 
to convey a sense of having some level of understanding of the meaning of the data 
and in particular the concepts being processed is the single most important prerequi-
site for a collaborative design environment (Assal et al. 2009). An expressive repre-
sentation of the real world entities and concepts that define the problem space forms 
the basis of the interactions between the users and the design environment and, also, 
the degree of intelligence that can be embedded within its components. To the de-
signer a building consists of real world entities such as rooms, walls, windows, and 
doors, as well as related concepts such as accessibility, energy conservation, and 
structural efficiency. Each of these notions has properties and relationships that de-
termine their behavior under certain conditions. These semantic descriptors form the 
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basis of collaboration among human problem solvers and are therefore likewise the 
fundamental subject matter being discussed in a computer-based design environment. 

Embedded knowledge: The computer-based design environment should be a knowl-
edge-based environment. In this context knowledge can be described as experience 
derived from observation and interpretation of past events or phenomena, and the  
application of methods to past situations. Knowledge-bases capture this experience  
in the form of rules, case studies, standard practices, and descriptions of objects and 
object systems that can serve as prototypes. Problem solvers typically manipulate 
these prototypes or patterns through adaptation, refinement, mutation, analogy, and 
combination, as they apply them to the solution of current problems (Gero et al. 1988, 
Pohl 2008). 

Decentralized decision-making:  The computer-based design environment need not, 
and should not, exercise centralized control over the problem solving process. Much 
of the design activity will be localized and performed in parallel involving the col-
laboration of different members of the design team. In this regard building design is 
neither a rigidly controlled nor a strongly disciplined activity, but more aptly de-
scribed as a process of information seeking, discovery, and subsequent processing. 
For example, intelligent and dynamically interactive design tools that are responsible 
for pursuing the interests of real world objects, such as spaces and other building  
elements (Pohl 1997) and management personnel in commercial and industrial appli-
cations (Pan and Tenenbaum 1991), can achieve many of their objectives through 
employing services and engaging in negotiations that involve only a few nodes of the 
design environment. This greatly reduces the propensity for the formation of commu-
nication bottlenecks and at the same time increases the amount of parallel activity in 
the computer-based environment. 

Emphasis on conflict identification:  The capabilities of the computer-based design 
environment should not be bound by the ultimate goal of the automated resolution of 
conflicts, but rather the identification of the conflict and presentation to the human 
designer as much of the related context as possible. This notion gains in importance as 
the level of complexity of the design problem increases. The resolution of even mun-
dane conflicts can provide subtle opportunities for advancing toward design solution 
objectives. These opportunities are more likely to be recognized by a human designer 
than a computer-based agent. The identification of conflicts is by no means a trivial 
undertaking.  It includes not only the ability to recognize that a conflict actually ex-
ists, but also the determination of the kind of conflict and the relationships and related 
context that describe the conflict and what considerations appear relevant to its reso-
lution.  

Adaptability and agility:  Traditionally, software tools categorized as intelligent were 
engineered for specific scenarios. Consequently, the successful application of these 
tools depended largely on the degree to which the characteristics of a particular prob-
lem component aligned with situations that the tool had been design for. This rigidity 
has tended to prove quite problematic when these tools were applied to even slight 
variations of the scenarios that they had been developed or trained for. 

In contrast, what the experience of the authors has shown is that intelligent tools 
not only need to support variation, but that these tools should be engineered with such 
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adaptation as a core criterion. Much of this ability to effectively deal with variation is 
due to the ability of these tools to decompose complex problems into much more 
manageable components without losing the relationships that tie the components to-
gether. To accomplish this, the reasoning capabilities of the tools can be organized as 
discrete fragments of logic capable of addressing smaller components of the larger 
problem. If these components are described within an expressive, relationship-rich 
representation then the connections between the decomposed components are  
maintained automatically. The effects of addressing each individual component are 
automatically propagated across the entire expanse of the problem space due to the 
extensive set of relationships represented within the model that retains their connec-
tions and context.  

The human-computer interface:  The importance of a high degree of interaction be-
tween the human members of the design team and the various intelligent components 
of the computer-based design environment is integral to most of the principles and  
requirements described above. This interaction is fundamentally facilitated by the  
information-centric representation core of the environment through which the inter-
acting software components are able to maintain some level of understanding of the 
current context of the design activity. However, there are other aspects of the  
user-interface that must be provided in support of the human-computer interactions. 
These include two-dimensional and three-dimensional graphical representation capa-
bilities, explanation facilities, and a context-sensitive help system with semantic 
search support. 

At a minimum the graphical capabilities must be powerful enough to include the 
accurate representation of the analysis results of the progressively evolving design so-
lution in terms of the environmental factors that are involved in building design, such 
as: shadows based on sun path projections;  daylighting and artificial lighting simula-
tions within the building interior to the extent that adverse conditions such as glare 
can be readily perceived by the human designer; structural behavior based on the 
simulation of static dead and live loads, as well as dynamic wind and seismic loads; 
animated air movement and heat flow simulations; and, pedestrian traffic visualiza-
tion. Technology permitting, the ultimate aim of the design environment should be to 
provide a virtual reality user-interface that allows the human designer to become fully 
immersed in the physical and emotional aspects of the design experience. 

The authors’ experience with decision-support systems over the past two decades 
has lent credence to the supposition that the need for the proposed design environment 
to be able to explain how it arrived at certain conclusions increases with the sophisti-
cation of the inferencing capabilities embedded in the software environment. At the 
very least, the intelligent components of the environment should be able to explain 
their results and methods of analysis. In this regard retrospective reasoning that is ca-
pable of providing answers to what, how, and why questions is the most common type 
of explanation facility available in multi-agent systems. A what question requires the 
explanation or definition of a fact. For example, in the context of architectural design 
the user may ask: What are the characteristics of the window in the north wall of the 
conference room? In the past, expert system methodologies based on format tem-
plates would have allowed the appropriate answer to be collected simply through 
template values when a match is made with the facts (i.e., window, north, wall, con-
ference) contained in the question (Myers et al. 1993). Today, with the application of 
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ontology-based reasoning capabilities more powerful and direct methods based on the 
ability of an ontology to represent concepts are available. A how question requires an 
analysis of the sequence of inferences or reasoning that produced the fact. Continuing 
with the above example, the designer may ask: How can the intrusion of external 
noise into the conference room be mitigated?  The answer would require a sequence 
of inferences by the Noise Agent. This sequence can be preserved and presented to 
the designer.  

Why questions are more complicated. They require reference to the sequence of 
goals that have driven the progression of inferences (Ellis 1989). In large collabora-
tive systems many agents may have contributed to the inference sequence and will 
need to participate in the formulation of the answer. This third level of explanation, 
which requires a summary of justification components, has received considerable at-
tention over the past 30 years. For example: text summary systems such as Frump 
(Dejong 1982) and Scisor (Jacobs and Rau 1988); fast categorization techniques such 
as Construe (Hayes and Weinstein 1991); grammatical inference that allows inductive 
operators to be applied over the sequences of statements produced from successive 
justifications (Michalski 1983); explanation-based learning (Mitchell et al. 1991); 
and, case-based reasoning (Shank et al. 1990).  

While existing computer-aided design systems typically support only factual 
searches, the proposed intelligent design environment should provide semantic search 
capabilities that can deal with inexact queries. Due to the complexity of the problem 
space the designers will not always know exactly what information they require. Of-
ten they can define only in conceptual terms the kind of information that they are 
seeking. Also, they would like their query to be automatically broadened with a view 
to discovering additional information that may be relevant to their current problem 
solving focus.  

The desirability of the design environment to be able to deal with inexact search 
requests warrants further discussion. A flexible query capability, such as the human 
brain, can generate best guesses and a degree of confidence for how well the available 
information matches the query. For example, let us assume that the designer is search-
ing for a window unit of something like the double-hung window type. The flexible 
query facility would presumably include a something like or similar to operator capa-
ble of matching in a partial sense. Windows that have a movable part are something 
like the double-hung window type. Windows that have their movable part in the verti-
cal direction are more like double-hung than windows that have their movable part in 
the horizontal direction. Windows that open by rotation are even less like double-
hung than windows that are simply fixed. In other words each of the something like 
information items would be validated by a degree of match qualification.  

5   The Technical Approach 

The desired capabilities of the proposed intelligent design environment outlined in the 
previous section call for a distributed system architecture that can be accessed from 
any physical location, is highly flexile, and totally transparent to the human user. In 
particular, the user must be shielded from the many protocols and data and content 
exchange transformations that will be required to access capabilities and maintain  
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Fig. 1. Principal SOA Components 

seamless interoperability among those capabilities. Any member of the design team, 
once authenticated during the single sign-on point of entry, should be able to access 
those capabilities (e.g., intelligent design tools and data sources) that are included in 
the authentication certificate. The focus of the designer should not be on systems, as it 
still is mostly today, but on the capabilities or services that the computer-based envi-
ronment can provide.  

Service-oriented architecture (SOA):  In the software domain these same concepts 
have gradually led to the adoption of Service-Oriented Architecture (SOA) principles. 
While SOA is by no means a new concept in the software industry it was not until 
Web services became available that these concepts could be readily implemented (Erl 
2008, Brown 2008). In the broadest sense SOA is a software framework for computa-
tional resources to provide services to customers, such as other services or users. A 
fundamental intent that is embodied in the SOA paradigm is flexibility. To be as 
flexible as possible a SOA environment is highly modular, platform independent, 
compliant with standards, and incorporates mechanisms for identifying, categorizing, 
provisioning, delivering, and monitoring services. The principal components of a con-
ceptual SOA implementation scheme (Figure 1) include a Enterprise Service Bus 
(ESB), one or more portals to external clients with single sign-on facilities, and the 
enterprise services that facilitate the ability of the user community to perform its op-
erational tasks. 

The concept of an Enterprise Service Bus (ESB) greatly facilitates a SOA imple-
mentation by providing specifications for the coherent management of services. The 
ESB provides the communication bridge that facilitates the exchange of messages  
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Fig. 2. Principal ESB Components 

among services, although the services do not necessarily know anything about each 
other. According to Erl (2008) ESB specifications typically define the following kinds 
of message management capabilities: routing; protocol transformation; message trans-
formation; message enhancement; service mapping; message processing; process cho-
reography and orchestration; transaction management; and, access control and security.  

There are quite a number of commercial off-the-shelf ESB implementations that 
satisfy these specifications to varying degrees. A full ESB implementation would in-
clude four distinct components (Figure 2): Mediator; Service Registry; Choreogra-
pher; and, Rules Engine. The Mediator serves as the entry point for all messages and 
has by far the largest number of message management responsibilities. It is responsi-
ble for routing, communication, message transformation, message enhancement,  
protocol transformation, message processing, error handling, service orchestration, 
transaction management, and access control (security).  

The Service Registry provides the service mapping information (i.e., the location 
and binding of each service) to the Mediator. The Choreographer is responsible for 
the coordination of complex business processes that require the participation of multi-
ple service providers. In some ESB implementations the Choreographer may also 
serve as an entry point to the ESB. In that case it assumes the additional responsibili-
ties of message processing, transaction management, and access control (security). 
The Rules Engine provides the logic that is required for the routing, transformation 
and enhancement of messages.  

Information-centric representation:  The methods and procedures that designers util-
ize to solve design problems rely heavily on their ability to identify, understand and 
manipulate objects. In this respect, objects are complex symbols that convey meaning 
by virtue of the explicit and implicit context information that they encapsulate within 
their domain. For example, architects develop design solutions by reasoning about 
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neighborhoods, sites, buildings, floors, spaces, walls, windows, doors, and so on. 
Each of these objects encapsulates knowledge about its own nature, its relationships 
with other objects, its behavior within a given environment, what it requires to meet 
its own performance objectives, and how it might be manipulated by the designer 
within a given design problem scenario. This knowledge is contained in the various 
representational forms of the object as factual data, algorithms, rules, exemplar solu-
tions, and prototypes (Pohl 2008, 59-62). 

It is therefore apparent that a critical requirement for effective human-computer  
interaction in the proposed intelligent design environment is the appropriate represen-
tation of the evolving design solution model. This can be accomplished utilizing an 
ontology. The term ontology is loosely used to describe an information structure  
that is rich in relationships and provides a virtual representation of some real world 
environment. The elements of an ontology include objects and their characteristics, 
different kinds of relationships among objects, and the concept of inheritance (Assal 
et al. 2009). While an ontology is expressed in object-oriented terms, it is more than 
an object model. It is designed to describe the entities, concepts, and related semantics 
of some subject matter domain. Software that incorporates an internal information 
model, such as an ontology, is often referred to as information-centric software. The 
information model is a virtual representation of the real world domain under consid-
eration and is designed to provide adequate context for software agents (typically 
rule-based) to reason about the current state of the virtual environment.  

Within a SOA-based system environment the various information-centric tools that 
are available to the designer will exist as an integrated collection of clients (i.e., users 
of the ontology), typically referred to as services. These services can communicate di-
rectly or indirectly via message translation, in terms of the real world objects and rela-
tionships that represent the contextual framework of the evolving design solution. To 
reduce the amount of work (i.e., computation) that the computer has to accomplish 
and to minimize the volume of information that has to be transmitted within the sys-
tem, two strategies can be readily implemented. First, since the services involved in a 
particular collaboration are stateful in nature (i.e., they retain a working knowledge of 
the various aspects of the evolving design solution that they are concerned with) only 
the changes in information need to be communicated. For example, an agent that is 
monitoring the layout of spaces during the design of a building may have an extensive 
set of information concerns or interests relating to various aspects of the evolving de-
sign solution. These interests will likely include the location, geometric parameters 
and functional characteristics of a particular space. If the designer changes the loca-
tions of this space then only that aspect should be transmitted to interested parties.  

Second, to further economize on communication traffic as well as increase the 
timeliness and efficiency with which components (i.e., agents, etc.) interact, an  
asynchronous notification facility (i.e., subscription service) can be employed where 
parties can indicate their respective information interests. When entries with such sub-
scription profiles are satisfied, respective users are asynchronously notified allowing 
them to take whatever action they see fit. By allowing relevant information to be 
automatically pushed to interested parties, the subscription service obviates the need 
for repetitive queries and thereby greatly reduces the amount of work the computer 
has to perform.  
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5.1   Design Tools as Agents Types 

On the assumption of an information-centric software architecture that incorporates 
an ontology-based high level representation of the design problem context, the intelli-
gence of the proposed design environment will be largely contributed by the design 
tools that are available to the human designer. Most of these design tools will be in 
the form of invocable services or self-initiating agents. There is a behavioral distinc-
tion between services and agents. Services are invoked to perform a discrete activity, 
returning to their original inactive state after the activity has been completed. Agents 
on the other hand may be active on a continuous basis, taking the initiative opportu-
nistically whenever they determine that the situation warrants an action. Often these 
agent actions will invoke services.   

There are many types of software agents, ranging from those that emulate symbolic 
reasoning by processing rules, to highly mathematical pattern matching neural net-
works, genetic algorithms, and particle swarm optimization techniques. While all of 
these have capabilities that are applicable to an intelligent design environment, only 
symbolic reasoning agents that can interact directly with the ontology-based design 
context model will be discussed in this paper. For these rule-based agents the reason-
ing process relies heavily on the rich representation of entities and concepts provided 
by the ontology.  

Agent tools can be characterized as being autonomous because they can act with-
out the direct intervention of human operators, even though they allow the latter to in-
teract with them at any time. One important aspect of autonomy in agent applications 
is the ability of agents to perform tasks proactively whenever such actions may be ap-
propriate. This requires agents to be opportunistic, or continuously looking for an op-
portunity to execute. In this context opportunity is typically defined by the existence 
of sufficient information. For example, as the location of a particular space is defined 
by the designer within the evolving floor plan, several agents may become involved 
automatically to undertake analyses (e.g., thermal, lighting, acoustics) appropriate to 
their capability domains. 

Planning Agents:  Planning Agents are complex agents that reason about the problem 
state and produce a plan based on the current state of the design in conjunction with 
the applicable constraints and objectives. This planning process involves matching the 
latter with the available resources to produce a course of action that will satisfy the 
desired objectives. The complexity of the process can be reduced by distributing the 
basic planning tasks among a set of agents, as follows: identify the constraints and ob-
jectives; identify the available resources; note the unavailability of resources; identify 
the available set of actions or characteristics; and, generate a plan for satisfying the 
objectives. 

Plan or solution generation is the actual planning activity in the above list of tasks. 
Many planning systems use specialized search algorithms to generate plans according 
to given criteria (Blum and Furst 1997). Re-planning, which is also commonly re-
ferred to as continual planning, involves the re-evaluation of parts of an existing plan 
or solution because of a change in the information that has been used in the creation 
of that plan. This is a common situation in architectural design, where the designer is 
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continuously adapting the evolving design solution during the iterative analysis-
synthesis-evaluation cycle (Pohl 2008, 47-52).  

Service Agents:  Agents that are designed to be knowledgeable in a specific domain, 
and perform planning or assessment tasks in partnership with other agents (i.e., hu-
man agents or software agents) are often referred to as Service Agents (Durfee 1988, 
Pohl et al. 1997). The manner in which they participate in the decision-making activi-
ties depends on the nature of the situation. Service Agents can be designed to react to 
changes in the problem state spontaneously through their ability to monitor informa-
tion changes and respond opportunistically. They should be able to generate queries 
dynamically and access resources automatically whenever the need arises. 

In the proposed intelligent design environment both Service and Planning Agents 
will constitute the principal design tools by providing analysis, solution generation 
and evaluation capabilities for the full range of knowledge domains that impact an 
ecologically based design solution, namely: site analysis; building orientation; space 
layout optimization; structural system selection; deconstructability assessment; ther-
mal design determinates; passive solar system analysis; mechanical heating, ventilat-
ing and air-conditioning solution generation and evaluation; daylighting and artificial 
lighting design; alternative energy analysis and solar system alternatives; room acous-
tics and noise insulation; building hydrology analyses; closed-loop material selection; 
embodied energy analysis; waste disposal and recycling; life cycle cost analysis; con-
struction cost estimation; and so on.  

What is of particular significance is that unlike the manual design process, which 
requires these related design factors to be considered in an essentially sequential 
manner, the various agents will be able to operate in parallel in the proposed design 
environment. Furthermore, the ability of the agents to collaborate will allow the rela-
tionships among the different knowledge domains to be pursued dynamically. Since 
the complexity of the building design activity is due to the large number of relation-
ships among the domains, the proposed design environment embodies the potential 
for dealing with a highly complex problem situation in a holistic manner. 

Mentor Agents:  A Mentor Agent is a type of agent that is based on the agentification 
of the information entities and concepts that are intrinsic to the nature of each applica-
tion. In the proposed design environment these are the primary building elements and 
concepts that the architect reasons about and that constitute the foundations of the in-
ternal representation (i.e., ontology) of the problem situation within an information-
centric software system (Pohl 1996). For example, a Mentor Agent may attend to the 
needs of a specific building space (i.e., an entity) or pursue energy conservation ob-
jectives (i.e., a concept) that govern the entire design solution. The concept of Mentor 
Agents brings several potential benefits. 

First, it increases the granularity of the active participants in the problem solving 
process. As agents with collaboration capabilities, agentified design elements can pur-
sue their own objectives and perform a significant amount of local problem solving 
without repeatedly impacting the communication and coordination facilities  
utilized by the higher level components of the distributed system. Typically, a Mentor 
Agent is equipped with communication capabilities, process management capabilities, 
information about its own nature, global objectives, and some focused problem  
solving tools. 
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Second, the ability of Mentor Agents to employ services greatly increases the po-
tential for concurrent activities. Multiple Mentor Agents can request the same or dif-
ferent services simultaneously. If necessary, Service Agents responding to multiple 
service requests can temporarily clone themselves so that the requests can be proc-
essed in parallel. Third, groups of Mentor Agents can negotiate among themselves in 
the case of matters that do not directly affect other higher level components or as a 
means of developing alternatives for consideration by higher level components.   

Fourth, by virtue of their communication facilities Mentor Agents are able to main-
tain their relationships to other aspects of the evolving design solution. In this respect 
they are the product of decentralization rather than decomposition. In other words, the 
concept of Mentor Agents overcomes one of the most serious deficiencies of the ra-
tionalistic approach to problem solving; namely, the dilution and loss of relationships 
that occurs when a complex problem is decomposed into sub-problems. In fact, the re-
lationships are greatly strengthened because they become active communication 
channels that can be dynamically created and terminated in response to the changing 
state of the problem situation. 

In the realm of building design it would seem desirable to implement building 
spaces as agents. Since Mentor Agents have communication capabilities a conference 
room Space Agent, for example, would be able to collaborate with other agents such 
as Service and Planning Agents. If the conference room Space Agent is interested in 
determining where it is located in respect to any surrounding sources of noise it could 
invoke the services of a Noise Agent to identify any relevant noise sources. This ex-
ample illustrates two distinct benefits: only the most necessary computation has been 
performed; and, the information that forms part of the fundamental description of the 
results can be held anywhere in the system (as long as it is available to any other  
authorized agent). Second, by distributing the collaborating parties, as well as the  
information that is generated as a result of the servicing of the requests, the communi-
cations involved with both the current interactions and any future use of the relevant 
information have been likewise distributed. Accordingly, the potential for the occur-
rence of a communication bottleneck has been effectively reduced. 

5.2   Agent Collaboration and Conflict Management 

In previous multi-agent design and military decision-support systems developed by 
the authors (ICADS 1991, AEDOT 1992, Diaz et al. 2006) conflicts arose when 
agents either disagreed among themselves or with a decision made by the designer. 
For example, the placement of a window in a particular space might provoke the latter 
type of conflict. If the designer places the window in the west wall of a conference 
room and a loud noise source such as a freeway runs parallel to the west boundary of 
the site, then the Noise Agent (a Service Agent) would insist on the removal of the 
window. The designer is able to resolve the conflict by relocating or deleting the  
window or, alternatively, overruling the Service Agent altogether. The conference 
room, as a passive entity, is involved in the conflict resolution process only as an in-
formation source that is used by the Service Agent in its deliberations. In other words, 
while the validation of the design decision is entirely dependent on the knowledge en-
capsulated in the informational entity the latter is unable to actively participate in the 
determination of its own destiny.  
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The situation is somewhat analogous to a scenario common in real life when one or 
more persons feel compelled to make decisions for another person, although the latter 
might be more competent to make those decisions. The outcome is often unsatisfac-
tory because the decision makers tend to use general domain information where they 
lack specific knowledge of the other person. In other words, the individuality of the 
problem situation has been usurped by the application of generalizations and, as a re-
sult, the quality of the decisions that have been reached are likely to be compromised.  

In the example of the window in the west wall of the conference room, if the con-
ference room is a Space Agent then much of the decision-making can be localized 
within the knowledge domain of the agent. As soon as the window has been placed in 
the wall by the designer the conference room Space Agent could pose two specific 
questions to the appropriate Service Agents (i.e., in this example the Noise Agent and 
the Lighting Agent): What is the expected background noise level in the room due to 
the window? and What is the spatial distribution of daylight admitted through the 
window? The answers to these questions can be compared by the conference room 
Space Agent directly to what it knows about its own acoustic and lighting needs. The 
development of alternative strategies for resolving the noise problem can now take 
place within the context of all of the information in the conference room Space 
Agent’s knowledge domain. For example, the possibility of' relocating itself to a qui-
eter wing of the building can be explored by the agent (with or without the active col-
laboration of the designer) as a direct consequence of its own deliberations.  

There is another kind of conflict resolution scenario that becomes possible with the 
availability of Mentor Agents. An agent may develop a solution to a sub-problem in 
its own domain that redirects the entire design solution. In the conference room ex-
ample the Space Agent may resolve the noise control problem by adopting an expen-
sive window unit (e.g., triple glazing) solution, and then continue to search for a more 
effective solution as the design solution continues to evolve. The search may continue 
into subsequent stages of the design process, during which the conference room might 
progressively be governed by a Mentor Agent representing the entire floor or even the 
building as a whole. These higher level agents may now impose certain conditions on 
the Space Agent for the greater good of the larger community. However, the Space 
Agent, persevering in its search finally comes up with a method of noise control that 
utilizes a novel type of wall construction in combination with background masking 
sound. The proposed wall construction may even be contrary, yet still compatible, to 
that adopted for the external west wall of the building by both the Floor and Building 
Agents.  

First, it is significant that this alternative solution has been found at all. If the con-
ference room had been a passive data object there would not have been any desire on 
the part of the system to pursue the problem after the initial conflict resolution. Sec-
ond, having found the alternative the conference room Space Agent is able to com-
municate its proposal and have the noise control issue reconsidered. It could engage 
in a discourse with, in order of authority, the Floor Agent and the Building Agent. At 
each of the agent levels there is the opportunity for wider consultation and interaction 
with the designer. Finally, if the proposal has been rejected at all higher agent levels, 
the conference room Space Agent may appeal directly to the designer. The designer 
has several alternative courses of actions available: also reject the proposal; require 
one or more of the higher level agents to explain their ruling; reset certain parameters 
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that allow the higher level agents to reconsider their ruling; overrule the higher level 
agents and accept the proposal; or, capture the current state of the design solution as a 
recoverable snapshot and use the Space Agent’s proposal as the basis for the explora-
tion of an alternative solution path.  

5.3   System Architecture 

The proposed system consists of a number of components in a SOA-based environ-
ment, and a client application that serves as the user-interface for all of the user-
service communications. The system components include: 

A client application with support for computer-aided drawing (CAD) capabilities 
and a Building Information Model (BIM) interface. The use of BIM captures the de-
sign information in a standard way, which can be communicated to other system com-
ponents. A BIM model representation is typically in Extensible Markup Language 
(XML) format, which supports the hierarchical structure of design elements. The client 
application is the only user-interface in the system. It provides the user with tools  
to access the other services and presents the information generated by services (i.e., 
service results) within the CAD application. The client application also includes a  
Business Process Management (BPM) component to allow the user to describe a col-
laborative workflow, which may involve other human users (e.g., external structural 
consultant) and system services. The BPM component takes a user description of a 
process and hands it to the SOA-based environment, namely the Enterprise Service 
Bus (ESB), for execution. The client application also displays any information received 
from the services as the result of analysis, recommendations, or warnings. 

• A CAD service, which is responsible for communicating between the CAD envi-
ronment and the ontology environment. 

• A translation service that translates the BIM model into the system ontological rep-
resentation to allow the higher level inferences to take place. This service is made 
part of the workflow through the user settings in the client application. (Taylor et. 
al. 2009, Pohl 2008).  

• An ontology service that builds, maintains, and handles the communication of the 
ontology with the other services. The ontology service contains the subscription 
service described previously, which registers the interests of other components in 
ontology changes. The ontology service also builds additional relationships into the 
model, which was exported from BIM. The additional relationships are inferred 
based on the existing ones and they provide enhanced context for the inference 
services. 

• An inference service that is made up of a number of agent communities. An agent 
community is a collection of agents in a given domain (e.g., energy efficiency, wa-
ter use, recycling, etc.). Each agent examines the design from its perspective and 
produces an assessment of the quality of the design elements in that perspective. 
Agents may make recommendations or enhancements to the design elements and 
communicate the recommendations back to the ontology. The inference service is 
connected to the ontology service and monitors changes there, through the ontol-
ogy subscription service. 
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6   Conclusions 

Design for sustainability combines the complexity of traditional architectural design 
with the complexity of considering a host of environmental issues that are based on 
ecological principles, in the evolving design solution. Management of this compound 
complexity requires the assistance of an intelligent software system environment. 
There are two main requirements for such an environment. One is a rich contextual 
representation of design information. The second is collaboration between the human 
user and the software environment. The current state of technology in software devel-
opment offers opportunities for developing a distributed, collaborative, intelligent de-
sign support system. Service-oriented architecture (SOA) concepts provide the 
framework and the guiding principles for developing distributed, service-based sys-
tems. The field of ontological representation offers a direction for the expressive 
modeling of domain knowledge, which forms an enabling foundation for intelligent 
agents as autonomous, collaborative software tools that can monitor the evolving de-
sign, participate in problem solving in specific domains, gather and present relevant 
information to the designer, and communicate with the user when necessary. 
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Abstract. Additive synthesis of ratio scales requires the scales to be in a common unit 
of measure. Unlike regular ratio scales, the unit of measure for relative ratio scales is 
not readily identifiable. That obscurity complicates the problem of achieving com-
mensurability before multiple scales are synthesized. Examples are given of how con-
ventional AHP may fail to aggregate commensurable values. Several techniques are 
presented that address the issue of commensurability. The analysis is then extended to 
more complex forms of aggregation such as benefit/cost analysis and the ANP.  

1   Introduction 

The main feature that distinguishes the Analytic Hierarchy and Network Process 
(AHP/ANP) from other Multiple Criteria Decision Making (MCDM) methods is the 
use of ratio scales. For many MCDM problems such as picking the best alternative, an 
ordinal answer is sufficient -- all we seek is the top-ranked alternative. For other  
problems we need ratio answers. In resource allocation, for example, relative meas-
ures allow us to apportion different percentages of the total budget to each project. 
Having stronger properties, ratio scales can handle a wider range of problems.  

This paper investigates the nature of ratio scales and how they are combined into 
composite measures. In the next section a distinction is made between regular and 
relative ratio scales. Section 3 establishes an example for evaluating methods and re-
views conventional AHP techniques that seem to ignore the need for commensura-
bility. Section 4 reviews various methods that do address commensurability. Section 5 
investigates the particular problem of aggregating benefit and cost priorities that rep-
resent positive and negative measures. Section 6 then looks at ANP aggregation and 
how it captures interdependent relationships. The paper concludes with a discussion 
of how relative scales can be tricky. 

2   The Nature of Regular and Relative Ratio Scales 

Scientific measurement and the establishment of a ratio scale involve the estimation 
or discovery of the ratio between a magnitude of a continuous quantity and a unit 
magnitude of the same kind of property (Michell, 1997, 1999). With n objects bearing 
such a property within a limited range of the continuous quantity, a column vector of 
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the scale can be represented by V=(v1/vu, v2/vu, … vn/vu)
T, or simply V= (v1, v2, … 

vn)
T since vu=1. While the simpler notation is permissible, the existence and definition 

of the unit is crucial for interpreting and aggregating the numeric values. 
Ratio scales are distinguished by three important characteristics: 
   
1. The magnitude for each object has an origin representing no intensity of the 

property being considered (e.g. absolute zero on the Kelvin scale where parti-
cles have zero kinetic energy). 

2. Multiplication by a positive constant (b>0, b≠1) is equivalent to specifying a 
new unit of measure. If b>1, transformed values will be larger numeric values 
with a unit object of smaller magnitude (e.g.  2.2 x the kilogram scale = the 
pound scale). If b<1, the new unit will be an object with larger magnitude.   

3. A proportional transformation does not change the equality of ratios. For ex-
ample: (bvi/bvu)/(bvj/bvu) = (v’i/v’u)/(v’j/v’u).  Although values change and the 
unit is different, the ratios are invariant.  

 
When a ratio scale has a well-defined unit of measure, we call that scale a “regular 

ratio scale”. A similarity transform, however, can set the unit to an object that is not 
well defined. For most AHP situations, the problem is to estimate a ratio scale for 
subjective factors such as importance, preference, or likelihood (Saaty & Sodenkamp, 
2008) where no well-defined unit is established beforehand. Generally, AHP normal-
izes the derived scale for n objects to sum to unity within the 0-1 range. Such scales 
are called “relative ratio scales” although all ratio scales are relative to something. 
Because the unit of a “relative ratio scale” is an abstract object that possesses the total 
intensity of all n objects, they fall into the classification of “non-standard ratio scales” 
that have an obscure or unspecified unit of measure. Although non-standard and  
relative ratio scales are tricky and more challenging to use, they do provide useful  
information in the form of relative performances. What remains unclear is “relative  
to what?” 

Relative ratio scales do not create problems when we are considering just one 
property. If we add or remove an object, re-normalization to maintain the sum-to-one 
convention does not upset relative ratios. As will be shown below, problems can arise 
if the situation is multi-criteria. If we add or delete objects and renormalize, the rela-
tive ratios within a criterion are maintained but the unit of measure has changed. 
When we aggregate across criteria, we are no longer using the same norms. 

Saaty (2004) has a somewhat different perspective of relative ratio scales. After 
observing that no mathematical definition says that a scale must have a unit or an ori-
gin with zero value, Saaty asserts that relative ratio scales do not need them. In many 
respects he is correct. Beforehand, we do not know absolute zero or the unit, nor do 
we need them to derive a scale. Instead, we pairwise compare the magnitude of ob-
jects, using the objects themselves as temporary and non-specific units. The result of 
each comparison is an invariant value selected from a fundamental scale of absolute 
values. The derived sum-to-unity priorities are relative to each other (not their abso-
lute value from zero) and no one object is the unit.  

Although relative ratio scales do not display zero and a unit value, it is maintained 
herein, that it is useful to consider priorities as originating from absolute zero and 
with a unit of measure. A basic premise of additive synthesis of ratio scales is that 



 Issues in Aggregating AHP/ANP Scales 31 

they be commensurate. As Saaty (2004, 2008) recognizes, scale values for intangibles 
are transient and can change if objects are added or deleted. In other words, they be-
come relative to a different set. If we do not try to identify the unit in order to assure 
commensurability upon such changes, then we are liable to make mistakes. 

3   Conventional AHP: Distributive and Ideal 

To test aggregation techniques, we shall use regional sales data gathered from Toyota 
(2009), General Motors (2008) and Volkswagen (2008).The objective is to determine 
the largest company (the alternatives) based upon revenues from different regions  
(the criteria). Sales in regional currencies are presented in Table 1. We can look 
within the columns of different currencies to observe that each company is dominant 
in its home region. 

Table 1. Regional revenues of Major Car Manufacturers 

Company
Japan &  

Asia
North 

America Europe Other Total 

Toyota 9,922,328 58,797 18,955 28,415 10,028,495

General Motors 1,290,847 88,365 22,115 28,486 1,429,813

V olksw age n 1,288,660 18,693 81,149 30,727 1,419,229

U nit of me asure million ¥ million $ million € million R$  
           Regional currencies: Yen (¥), US dollars ($), Euros (€€ ), Brazilian reals (R$). 

 
To judge which company is the largest worldwide, it would be nonsensical to rely 

on the total column. Before we sum across columns, we must have the measures in a 
common unit. That conversion to Japanese Yen is shown in Table 2.  Notice that 
Toyota is the largest company and that the relative ratios are 0.385, 0.290 and 0.325.  
These true relative ratios will be used to see if different aggregation techniques can 
give the correct results. 

Table 2. Regional revenues in Japanese Yen 

Company
Japan & 

Asia
North 

America Europe Other Total 
Relative 

Ratios
Toyota 9,922,328 6,097,676 2,889,753 1,619,813 20,529,570 0.385
General Motors 1,290,847 9,164,112 3,371,427 1,623,852 15,450,237 0.290
Volkswagen 1,288,660 1,938,554 12,371,165 1,751,651 17,350,030 0.325  

In using relative measurement for solving AHP problems, Saaty (1993) recom-
mends both the distributive and ideal modes. In the distributive mode, the unit sum of 
relative ratio scales is distributed to the alternatives. The ideal mode uses regular ratio 
scales with the most preferred alternative (the ideal) is set as the unit of measure. For 
both methods, deriving priorities for the criteria is problematic. Unlike ANP, conven-
tional AHP assumes that the criteria are independent of the alternatives. Therefore, 
questions of the following type are used to elicit ratio intensities.  



32 W.C. Wedley 

1.  Which Region is more important:  Europe or North America? 
2.  By how many times more important?  
 

These questions are generally easy to answer, but difficult to interpret. What the 
questions are really seeking is the degree each region contributes to the worldwide 
sales revenue of the three companies. If a fourth company is added (say Ford), then 
the questions would relate to the worldwide sales of four companies. Being non-
specific, the questions do not help the user to realize that answers depend upon the al-
ternatives in the choice set. 

In Table 3, the alternative priorities for both modes are based upon the true re-
gional values of Table 1. For analytical purposes, we assume the decision maker 
compares the regions and comes up with the following relative priorities for criteria: 
Japan & Asia: 0.25 North America: 0.36, Europe: 0.32, Other: 0.07. Using these crite-
ria weights along with the correct priorities for alternatives, we get the composite re-
sults shown in Table 3.  

Table 3. Distributive and Ideal AHP results with assumed criteria weights 

Criteria Weights: 0.25 0.36 0.32 0.07

Company
Japan & 

Asia
North 

America Europe Other
Relative 

Ratios
True 

Ratios
Toyota 0.794 0.355 0.155 0.324 0.398 0.385
General Motors 0.103 0.533 0.181 0.325 0.298 0.290
Volkswagen 0.103 0.113 0.664 0.351 0.303 0.325

Criteria Weights: 0.25 0.36 0.32 0.07

Company
Japan & 

Asia
North 

America Europe Other Ideal Ratios
Relative 

Ratios
True 

Ratios
Toyota 1 0.665 0.234 0.925 0.629 0.376 0.385
General Motors 0.130 1 0.273 0.927 0.545 0.326 0.290
Volkswagen 0.130 0.212 1 1 0.499 0.298 0.325

Distributive Mode

Ideal  Mode

 

Notice that for both modes, the calculated composite ratios are fairly close to the 
true priorities. Such a result would be expected, given that the relative scales for al-
ternatives are perfectly accurate. But notice that the distributive and ideal modes do 
not produce the true ratios and they give different aggregate results. Which set of pri-
orities, distributive or ideal, should be accepted? The fact that two acceptable modes 
give different incorrect answers for the same problem should be evidence that perhaps 
something is wrong with conventional aggregation.  

4   Techniques That Address Commensurability 

When we derived relative (distributive) and regular (ideal) scales in Table 3, we cre-
ated different units of measures for each region. Before we can sum those priority 
values, we must convert them to commensurate units of measure. It is the weights of 
higher level criteria that re-scale the priorities to commensurable values. This means 
that the criteria weights must be derived in a very careful manner (Choo et al, 1999).   
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How to interpret criteria weights was first raised by Watson and Freeling (1982) 
when they questioned AHP’s meaning of “relative importance”. Saaty et al (1983) re-
plied with an example where the DM had to refer to the total magnitude of the objects 
under consideration. In reference to the matrix of paired comparisons of different 
types of cost criteria, they wrote:  

Each element (i,j) of the matrix gives the ratio of the average (or total) contribution to cost 
of attribute i to the average (or total) contribution to cost of attribute j. 

Watson and Freeling (1983) agreed that such referencing would be correct, but 
they doubted whether such restrictions are implemented. Their fear is well founded, 
because conventional AHP has continued to use the un-referenced wording. Saaty ac-
cepts referenced measurement for tangibles, but not in other situations (Saaty, 1987).  

At about the same time, Belton and Gear (1983) claimed that conventional AHP 
has a major flaw. They demonstrated that adding or deleting a copy of an alternative 
could cause a reversal in rank of previous alternatives. This landmark study became 
the basis for numerous other articles, some contending that reversals occur and are 
natural (Harker & Vargas, 1987, 1990; Saaty, 1987, 1990) and others discovering that 
unexplained reversals occur in many situations (Dyer, 1990). In response, the ideal 
mode was put forward as an AHP method that was immune to reversals (Saaty, 1993). 
Later, it was discovered that reversals can occur with the ideal mode if the ideal alter-
native changes (Saaty, 2006).   

4.1   Referenced AHP 

Schoner and Wedley (1989) adopted the term “Referenced AHP” to describe Saaty’s 
(1983) referenced questioning procedure. Essentially, Referenced AHP is simply the 
distributive mode re-formulated so that criteria weights are dependent upon the alter-
natives in the choice set. Schoner and Wedley (1989) posed Referenced AHP ques-
tions like the following:  

 

1. Considering the combined total revenue of all alternatives, which Region 
has more total revenue: Europe or North America? 

2. By how many times?  
 

Note that this type of questioning is equivalent to comparing the column totals of 
Table 2. If done correctly, the criteria weights would be Japan & Asia: 0.234, North 
America: 0.323, Europe: 0.349, Other: 0.094. Applied to distributed priorities of  
Table 3, the true composite results are generated. 

4.2   Linking Pin AHP 

The concepts of “Linking Pin AHP” stem from the original work of Belton and Gear 
(1983).  They modified the criteria questions for the ideal mode so that the DM com-
pares the relative values of the ideal alternatives. Since those ideal alternatives have 
been established as the unit of measure for each criterion (see Table 3), comparing 
their relative magnitudes determines criteria priorities that are commensurate for 
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those alternatives across criteria. Other non-ideal alternatives get their correct propor-
tion of the commensurate values during aggregation.  

Schoner et al (1993) generalized Belton and Gear’s modified approach to any other 
alternative as the unit link between criteria. With those other units as links between 
criteria, similar criteria comparisons of the unit alternatives would establish commen-
surate values for them that could then be passed in proportion to the other alternatives. 
They called this procedure linking pin AHP to signify that a link alternative acts as a 
pin that both spans the criteria and distributes commensurate values to alternatives.  

Table 4 illustrates linking pin AHP with different alternatives as links.  The appro-
priate criteria comparisons for such links would be between the link alternatives’ 
revenue in each region: 9,922,238 million¥, 1,938,554 million¥, 3,371,427 million¥ 
and 1,623,852 million¥. Since in most AHP problems we do not know these figures 
beforehand, the questions would be of the following form.  

 

1. Which company has more sales: Toyota in Japan & Asia or Volkswagen in 
North America?  

2. By how many times?  
 

Because the referent company can change from region to region, it is good  
policy to select just one company as the link across all regions. With such a common 
link, the questioning is equivalent to the dependent questions used in ANP and  
dominant AHP. 

Table 4. Linking Pin AHP results with correct criteria weights for links 

Criteria Weights: 0.589 0.115 0.200 0.096

Company
Japan & 

Asia
North 

America Europe Other Linked Ratios
Relative 

Ratios True Ratios
Toyota 1 3.145 0.857 0.998 1.218 0.385 0.385
General Motors 0.130 4.727 1 1 0.917 0.290 0.290
Volkswagen 0.130 1 3.669 1.079 1.029 0.325 0.325  

4.3   Benchmark AHP 

The concept behind Benchmark AHP (Wedley et al, 1996) is that there can be a tem-
plate hierarchy with correct composite priorities that become an invariant standard for 
evaluating an unlimited number of other alternatives. For example, Referenced AHP 
results can be considered the benchmark set and we can add the worldwide sales of 
Ford Motor Company to it. In 2008, Ford’s worldwide sales were $146,277 million. 
Converted to million¥, the regional sales of Ford are 641,949, 7,362,194, 5,881,977 
and 1,283,899 for the four respective regions.  

With Ford added, the comparison matrix of each region would be comprised of the 
three benchmark alternatives (Toyota, General Motors and Volkswagen) and the  
non-benchmark alternative (Ford). Priorities are calculated for each region, except 
that the benchmark set would be normalized to sum to one (they are the invariant 
standard) and we would leave the criteria weights unchanged (they are the weights  
for the benchmarks). Table 5 gives the results with Ford judged in relation to the 
benchmarks.  
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Notice that the benchmarks sum to unity, Ford is a portion of that unity and Ford’s 
composite weight is correctly derived. For example, General Motor’s worldwide sales 
in are 148,979/146,277 = 1.02 greater than Ford.  This is the same ratio from compos-
ite priorities:  0.290/0.285 = 1.02. 

Table 5. Benchmark AHP with Ford added 

Criteria Weights: 0.234 0.323 0.349 0.094

Company
Japan & 

Asia
North 

America Europe Other
Relative 

Ratios True Ratios
Toyota 0.794 0.355 0.155 0.324 0.385 0.385
General Motors 0.103 0.533 0.181 0.325 0.290 0.290
Volkswagen 0.103 0.113 0.664 0.351 0.325 0.325
Ford 0.051 0.428 0.316 0.257 0.285  
 
Benchmark measurement can accommodate an unlimited number of alternatives. 

To avoid comparison matrices from becoming too large, the comparison of each new 
alternative can be limited to just the benchmark set. If we wanted even fewer com-
parisons for new alternatives, the benchmark process also works with linking  
pins. For example, we could use the criteria weights and link units in Table 4 as  
the benchmarks and express Ford and other non-linked alternatives as proportions of 
the links.  

4.4   Dominant AHP 

Dominant AHP and the concurrent convergence method were developed by Kinoshita 
and Nakanishi (1999) and given a mathematical structure by Kinoshita, Sekitani & Shi 
(2002).  A top down process is used whereby a single regulating (link) alternative is 
chosen for evaluating criteria and distributing weights to dependent alternatives. The 
regulating alternative is dominant only in the sense that it controls the establishment of 
criteria importance and the determination of each alternative’s overall priority.  

Dominant AHP is similar to a linking pin or benchmark process with a single alter-
native linking across criteria. Using Toyota as the dominant alternative, the results 
would be as shown in Table 6. Criteria weights are relative to Toyota as the link. 
Thus, the questioning procedure is similar to ANP or linking pin AHP with criteria 
derived for the dominant alternative. 

Table 6. Dominant AHP results with Toyota as the regulating alternative 

Criteria Weights: 0.483 0.297 0.141 0.079

Company
Japan & 

Asia
North 

America Europe Other Linked Ratios
Relative 

Ratios True Ratios
Toyota 1 1 1 1 1 0.385 0.385
General Motors 0.130 1.503 1.167 1.002 0.753 0.290 0.290
Volkswagen 0.130 0.318 4.281 1.081 0.845 0.325 0.325  
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Two interesting aspects of dominant AHP relate to a convergence procedure. 
Given the results in Table 6, it is possible to impute the value of the criteria weights if 
a different alternative is chosen as the dominant element. Since the criteria weights 
0.483, 0.297, 0.141, and 0.079 relate to Toyota that has local priorities of unity, the 
relative criteria weights for General Motors as dominant should be 0.130*0.483 = 
0.063, 1.503*0.297 = 0.446, 1.167*0.141 = 0.164, and 1.002*0.079 = 0.079. Renor-
malized to unity or used directly, these criteria weights yield the same true ratios. 

The second aspect about convergence occurs when multiple dominant alternatives 
are used concurrently Different regulating alternatives give different composite results 
and different imputed values of criteria. Kinoshita and Nakanishi (1999) use averages 
of criteria weights (both estimated and imputed) to recursively determine a stabilized 
set. This type of convergence can be used on multiple criteria estimates or conflicting 
alternative estimates. As well, concurrent convergence can be extended to network 
structures and group situations (Kinoshita, et al (2002).  

4.5   Iterative AHP 

Zahir (2007) analyzed the rank reversal problem and realized that the norms (units of 
measure) change when an alternative is added or deleted. He demonstrated that ignor-
ing the unit of measure across the criteria is the root cause for rank reversals, because 
“…the unity of normalization does not bear the same level of meaning - neither across 
the criteria nor across the decision space as we add or delete an alternative.” His solu-
tion was to add a variable to the aggregation equation that captures the relative ratios 
of norms for the criteria. If an alternative is added or deleted, concurrent information 
from local priorities can be used to determine new norms. 

Zahir’s approach is iterative in the sense that alternatives can be added or deleted 
without changes in the ranks or ratios of alternatives.  Norms across criteria only have 
to be captured once and results thereafter can be calculated from the relative priorities 
of alternatives.  Zahir’s very efficient aggregation formula are a product of the alter-
native priorities, the norms and criteria weights. While his procedure is innovative, he 
is not clear about the purpose that norms and criteria weights play in the same aggre-
gation equation. In applying his equation to the car manufacturer example, only equal 
criteria weights allowed the true ratios to be emulated. This is because the norm 
weights capture the commensurability across columns, not the criteria. This issue 
needs to be cleared up, because Zahir’s method with differential criteria weights may 
be preserving the wrong ratios.   

5   Benefit Cost Analysis 

In AHP/ANP, Benefit/Cost priorities (Bp/Cp) replace the usual monetary values 
(B$/C$) of benefit cost analysis. When this is done, there is a potential problem. 
While priorities are measured relative to each other, it is not clear that the two sets of 
priorities are in the same unit of measure. It is quite possible that the actual costs far 
exceed the actual benefits, yet the Bp/Cp ratio appears positive (Wedley et al, 2001). 
To address this problem, Bernhard and Canada (1990) proposed a cut-off ratio based 
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upon values measured in dollars. Saaty (1994) has suggested that the DM should ask 
questions such as “do the benefits justify the costs?” and whether they are sufficiently 
commensurable (Saaty, 1996). Wedley et al (2001) suggested a magnitude adjustment 
procedure that converts the benefits and costs to a common unit. That way, commen-
surable values are compared. 

Despite such concerns, AHP/ANP continues to approve relative ratio scales for 
benefits, opportunities, costs and risks. Wijnmalen (2007) studied the conventional 
BOCR equations and concluded that none of them gives reliable measures of profit-
ability. Attributing this deficiency to the failure to make the BOCR components 
commensurable, he demonstrated that revised equations with adjustment weights 
would give correct indications of profitability. As well, he verified Millet and 
Schoner’s (2005) contention that taking reciprocals of cost and risk priorities is an 
impermissible transformation. It is now generally acknowledged that reciprocals 
should be avoided and negative values allowed (Millet & Schoner, 2005, Saaty & Oz-
demir, 2003). 

6   Analytic Network Process (ANP) 

The ANP (Saaty, 1996) is the general framework for both analytic hierarchies and 
networks. It utilizes the concept of a supermatrix where the relative ratio scales asso-
ciated with a node are represented in a row and column. Each vector is placed in a 
column representing the destination (influenced) node and rows the source of the in-
fluence. Several priority scales can be placed in a column, signifying that several fac-
tors influence that destination node. In such cases the columns are renormalized to 
sum to one, yielding a columnar stochastic matrix. This weighted supermatrix raised 
to sufficient powers stabilizes with values that incorporate all the influences in the 
network. 

Table 7 presents the initial ANP supermatrix and the resulting stabilized val-
ues.ANP adopts a network structure in which the criteria weights are influenced by 
the alternatives and vice versa. Local alternative priorities given a criterion are in the 
lower left quadrant and criteria weights given a link alternative are in the top right 
quadrant. These criteria priorities are derived in exactly the same as in dominant 
AHP. Notice that the criteria weights for Toyota are exactly the same as dominant 
AHP in Table 6. 

Table 7. ANP Supermatrix and stabilized results 

Japan & 
Asia

North 
America Europe Other Toyota

General 
Motors

Volks-
wagen

Stabilized 
priorities 

Japan & Asia 0 0 0 0 0.483 0.084 0.074 0.234

North America 0 0 0 0 0.297 0.593 0.112 0.323

Europe 0 0 0 0 0.141 0.218 0.713 0.349

Other 0 0 0 0 0.079 0.105 0.101 0.094

Toyota 0.794 0.355 0.155 0.324 0 0 0 0.385

General Motors 0.103 0.533 0.181 0.325 0 0 0 0.290

Volkswagen 0.103 0.113 0.664 0.351 0 0 0 0.325  
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Observe that the stabilized ANP results give the correct overall priorities: 0.385, 
0.290, 0.325.  As well, the stabilized criteria weights represent the overall criteria pri-
orities that we should strive to achieve if we were using hierarchical distribution. 
They are the same as Reference AHP.    

ANP is considered to be the general form, because it will also give the same  
answer as an AHP formulation. If we entered distributive weights in the criteria  
columns, the stabilized priorities would be the same as distributive mode shown in 
Table 3. We note however that unreferenced distributive questions fail to produce the 
true priorities. Had we inserted referenced AHP weights in the supermatrix, then the 
stabilized results for alternatives would have been the true overall priorities. The im-
plication is that ANP gives correct results only when dependencies are considered. 

7   Discussion  

AHP/ANP makes use of both regular ratio scales (unit is defined) and relative ratio 
scales (no specific object identified as the unit). Most problems in AHP/ANP applica-
tions arise because the unit of measure is overlooked or ignored. Triantaphyllou 
(2001) for example, decomposed a hierarchy into several sub-problems of 2 alterna-
tives without realizing that the renormalization of alternative priorities changes the 
unit used for criteria comparisons. Similarly, Finan and Hurley (2002) did not realize 
that the removal of non-discriminating (wash) criteria affects the link between nor-
malization and associated alternatives. Had these authors recognized units of measure, 
commensurability and the need to re-adjust criteria weights, they may reached more 
correct conclusions about how AHP/ANP avoids unwarranted rank reversals 
(Wijnmalen & Wedley, 2008a, 2008b).   

Table 8 illustrates what happens when another alternative (Ford) is added to the 
ANP structure. As compared to Table 7, notice that the values of the local priorities in 
the bottom left quadrant have changed but their relative ratios have not. In both tables, 
Toyota/GM = 7.7 in Japan and Asia. By adding an alternative, we have made the rela-
tive ratio scales for alternatives relative to n+1=4 companies rather than the former 3 
companies. The different priority values for the same alternatives in Tables 7 and 8 
signify that a different unit of measure is being used in each table. 

Table 8. ANP Supermatrix and stabilized results with Ford Included 

Japan & 
Asia

North 
America Europe Other Toyota

General 
Motors

Volks-
wagen Ford

Stabilized 
priorities 

Japan & Asia 0 0 0 0 0.483 0.084 0.074 0.042 0.192

North America 0 0 0 0 0.297 0.593 0.112 0.485 0.359

Europe 0 0 0 0 0.141 0.218 0.713 0.388 0.358

Other 0 0 0 0 0.079 0.105 0.101 0.085 0.092

Toyota 0.755 0.248 0.118 0.258 0 0 0 0 0.300

General Motors 0.098 0.373 0.138 0.259 0 0 0 0 0.226

Volkswagen 0.098 0.079 0.505 0.279 0 0 0 0 0.253
Ford 0.049 0.300 0.240 0.204 0 0 0 0 0.221  
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With Ford added, the overall stabilized priorities for alternatives also maintain their 
former ratios (Toyota is still 1.328 times larger than GM). The stabilized criteria 
weights, however, have changed ratios. With Ford added, the importance of North 
America for judging worldwide sales is 0.359/0.192 = 1.87 times the importance for 
Japan & Asia whereas it was formerly 0.323/0.234 = 1.38. If we were analyzing the 
problem from an AHP perspective, these stabilized criteria weights are what we 
would have to use in the distributive mode, referenced AHP or the n criteria columns 
of the supermatrix to generate the correct results. The implication is that with an al-
ternative added or deleted, the criteria weights must be adjusted to reflect the different 
totality represented by the alternatives. 

It is difficult for the distributive and ideal modes to capture correct criteria weights. 
With the assumption of independence, those methods use questions that are unrelated 
to the alternatives and norms that are being considered. Accordingly, it is unlikely that 
the correct weights are attained. Since those two methods express alternatives in dif-
ferent units, their different norms require different criteria weights to capture the true 
ratios. This need for criteria weights to match the norms is shown in Tables 3 to 6 
where different units are used.  

To help decide whether criteria are really independent of alternatives, Harker and 
Vargas (1990) suggested the following test. Conduct ANP type questioning for crite-
ria with two or more alternatives as the referent object. If the criteria weights are in-
variant to the selected referent alternative, then it can be concluded that independence 
exists. Note that in this test there is no automatic assumption that invariance and inde-
pendence exists -- it must be proved by questioning the decision maker.  

When we consider this type of dependent questioning, it would be very rare for all 
the criteria columns of the supermatrix to be the same. In some situations such as es-
tablishing weights before the alternatives are known, it is possible that the criteria are 
truly independent of the alternatives (Wedley & Choo, 2008). That circumstance, 
however, is very rare. The different imputed criteria weights of dominant AHP prove 
this fact. For AHP problems, a more cautious rule is to assume dependence and let in-
dependence emerge if it exists. That is what happens when we use the general case, 
ANP. And, as Harker and Vargas (1990) recognized, if independence exists, it will 
emerge from dependent questions. 

If we assume dependence in AHP, then the distributive mode should adopt Refer-
enced AHP questions – criteria weights should be established in reference to the total-
ity of the criterion possessed by the alternatives.  As well, criteria weights should be 
re-evaluated if there is an addition or deletion. If criteria weights remain unchanged 
upon addition or deletion, then perhaps independence exists. That, however, is based 
upon the behavior of the DM and not the assumption that independence is the norm.  

As Kinoshita and Sugiura (2008) have shown, referenced AHP, linking pin AHP, 
dominant AHP and a simple supermatrix with ANP all yield the same solution. The 
common trait between them is that they all assume criteria weights to be dependent 
upon the alternatives. The tendency in AHP/ANP evolution is to consider more com-
plex feedback models (i. e. ANP) that capture both dependent and independent rela-
tionships. While that process works, we should remember that the dependent methods 
with AHP require less effort (fewer comparisons) and a structure that is easier to un-
derstand. It is probably prudent, therefore, to keep AHP procedures for simpler struc-
tures and use ANP for only the most complex problems. 
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Like ANP, dominant AHP can converge to a stabilized result. An advantage of 
dominant AHP is that the convergence can occur while maintaining a better under-
standing of the unit of measure. In ANP, the nature of the unit becomes lost when 
columns are made stochastic and the resulting super matrix is raised to powers. Al-
though ANP has good face validation (Whitaker, 2007), the process is like a black 
box within which we do not understand what is going on. 

Dominant AHP is similar to linking pin AHP in the use of regular and relative ratio 
scales. It goes well beyond linking pins, however, by the choice of different regulat-
ing alternatives and a concurrent convergence method that emulates ANP. Whether 
dominant AHP can handle more complex models like ANP is an area that warrants 
further investigation.  Perhaps one way to approach this possibility is to attempt to 
analyze more complex ANP examples with dominant AHP procedures. 

Another area of investigation is whether dominant AHP or ANP can be adapted to 
become a benchmark mode that accommodates numerous alternatives. Benchmark 
AHP can already handle many alternatives and linking pin and iterative AHP can do 
the same with very little modification.  If such procedures can be developed for rela-
tive measurement methods, then they can become competing and perhaps more accu-
rate substitutes for absolute measurement. In current AHP/ANP applications, absolute 
measurement is often assumed for situations that are really relative.  

8   Conclusion 

An important distinction has been made between regular ratio scales and relative ratio 
scales. All ratio scales are relative to some “thing”.  In regular ratio scales, that 
“thing” is a specific object. In relative ratio scales, that “thing” is the group of n ob-
jects under consideration. They are measured relative to each other.  In effect, the 
“thing” that is the unit of measure for a relative ratio scale is an abstract object that 
has the totality of the attribute possessed by the n objects. Knowing just the relative 
values of the n objects is partial information. To provide complete information, we 
need to know both the relative values and the “thing” they are related to. 

The advantage of a relative ratio scale is that it is unique to the n objects. The dis-
advantage is that the unit of measure is abstract, obtuse and obscure. So long as only 
one property is being considered, relative ratio scales are not a problem. Adding or 
deleting an object creates a new uniqueness, but it does not upset pre-existing ratios. 
It is commonly acknowledged that rank reversal never occurs in a single criterion 
problem. 

The situation is different, however, when aggregating several properties associated 
with different criteria. Adding or deleting an object affects each property in a different 
manner – a new abstract object represents the unit of measure for each criterion. With 
new units of measure, the former aggregation across criteria will no longer be appro-
priate. We will have to reassess criteria weights to re-capture commensurability or 
leave the former units unchanged so the existing commensurability is not upset.  

All techniques except the distributive and ideal modes endeavor to achieve com-
mensurability. Referenced AHP does it by reconsidering criteria weights if the struc-
ture is altered. Linking pin and benchmark AHP does it by keeping a fixed structure 
and a specific unit. Dominant AHP with concurrent convergence does it by sampling 
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with multiple regulating alternatives. Iterative AHP does it by calculating the change 
in norms. ANP does it by exhaustive linkages in a network structure. All these de-
pendent methods are appropriate for MCDM with ratio measurement. 
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Abstract. Under tight financial conditions, local governments in Japan are required to 
conduct performance-based administrative management and subsequent public sector 
reform. Concerning public sector reform, a joint research group proposed a framework 
of how to reform public sector with theoretical approach. The research concluded that 
present public sector should be decomposed into two parts: one is the organization 
specialized in decision-making and ruling with authority and legal power; the other is 
collective entities which coproductively cover social issues. On the other hand, by 
employing the dominant method of the Analytic Hierarchy Process, the author of this 
paper developed a rational approach to the delegation of power from the public sector 
to other potential sectors. Based on the results of the study, this paper considers the 
scheme of public sector reform. Principal component analysis concerning properties 
featuring projects of a local government is carried out, and new concepts representing 
the aspect of the projects are extracted. The results of this paper illustrate the structure 
of the publicness and show the scheme of public sector reform.  

1   Introduction 

The declination of the fiscal condition of governments has its origin in the collapse of 
the bubble economy in the early 90s in Japan. The total amount of government bonds 
increased almost threefold, from 2.14 trillion to 6.07 trillion USD (1 USD = 90 JPY) 
during these 15 years; the total governmental debt to GDP ratio is 172.1%, while that of 
the United States stays 71.1% as of the end of 2008. Those situations require govern-
ments to enhance the efficiency of the public administration in conjunction with con-
ducting proper evaluation of governments’ activities. In connection with the passage of 
the Government Agencies Policy Evaluation Law in 2002; every government organi-
zation in Japan is obliged to evaluate its policies and announce the results to the public 
annually. The law has made evaluating the achievement of policy goals a critical 
component of project implementation, sometimes resulting in public sector reform 
(Sato 2007). 

An evaluation of public activities consists of a series of processes evaluating the 
adequacy and achievement of the policies and measures of public administration 
against a specific benchmark. In Japan, a prefecture first introduced a rigorous ad-
ministrative evaluation system in 1996. Since then, some local governments have be-
gun to introduce a variety of such evaluation systems. As of the end of September 2008, 
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all prefectural and city governments, along with more than 90% of the local authorities, 
have introduced their original evaluation systems. (Ono and Tabuchi 2001). On the 
other hand, public sector reform encompasses a spectrum of issues including civil 
service reform, performance measurement, and governance regulations.  

The separation of implementation of administrative activities from decision-making 
has been diffused as “agencification” around the world. The central government of 
Japan has also adopted such reform where the agencies are called “independent ad-
ministrative institutions” (Yamamoto 2008). A great many projects of the local gov-
ernment, however, have not yet been reformed, despite the fact that local public finance 
is on the verge of a crisis. The main reason for the deadlock in reform is considered to 
be the difficulty in obtaining a rationale for delegating authority from the public sector 
to other potential sectors. In the context of public sector reform, assuming that the 
public sector would specialize in decision-making and ruling, the joint research group 
of prefectures in Japan clarified that the size and authority of administrative organiza-
tions should be reduced and that an agency or other potential sector would take on an 
important role, particularly in executing projects (2003).  

On the other hand, Sato (2007) proposed a rational approach to administrative 
evaluation in conjunction with a prospective way to the delegation of power from the 
public sector to other potential sectors. Specifically, the matching process of projects of 
a local government with alternative sectors rationally by using the dominant method 
(Kinoshita and Nakanishi 1999; Kinoshita et al. 2002) of the Analytic Hierarchy 
Process (AHP) (Saaty 1980) was developed. The process clarified the property of each 
project of a local government, and the characteristic of alternative sectors including the 
public sector. Based on the results of this study, principal component analysis con-
cerning properties featuring projects of a local government is carried out in this paper. 
New concepts representing the aspect of the projects are extracted, which illustrate the 
structure of publicness and show the scheme of public sector reform. 

2   Summary of the Joint Research (2003) 

The joint research (2003) proposed the framework of how to reform the public sector 
with theoretical approach, which could be evaluated as the refinement of New Public 
Management (NPM). Assuming that the public sector would specialize in deci-
sion-making and ruling, the research clarified that the size and the authority of ad-
ministrative organizations should be reduced and that an agency or other potential 
sector would take on an important role, particularly in executing projects (2003). In 
other words, present public sector should be decomposed into two parts: one is the 
organization specialized in decision-making and ruling, which contributes public 
welfare with authority and legal power, called “refined public;” the other is collective 
entities which coproductively cover social issues such as agency or network sector, 
called “intermediate sector.” Thus, the research concluded that present public-private 
binary social structure should change and improve to ternary structure consisting of 
refined public sector, intermediate sector and private sector. 

Present social structure could be illustrated as the public-private binary relation, 
which consists of two bodies: public and private sectors divided whether they partake 
the property of legal power. Fig. 1 is the pattern diagram illustrating the goal of social 



 An Application of Dominant Method: Empirical Approach to Public Sector Reform 45 

structure deduced in the joint research. As shown in the figure, alternative sectors, such 
as the public sector, semi-public sector, agency, network sector and private sector, are 
located with reference to a marketability axis and a legal power axis. In the diagram, 
semi-public sector ranges in the first quadrant whose degree of marketability and that 
of legal power are high. In the same way, the diagram shows as follows: in the second 
quadrant, the public sector, agency and non-profit organization are located; in the third 
quadrant, network sector ranges; in the fourth quadrant, private sector is located. In the 
joint research, this figure was contrived as the goal of social structure which aimed to 
vitalize a local community by empowering potential sectors among the community.  

3   Outline of the Previous Study (2007) 

This section summarizes the outline of the study (2007); the matching process and the 
subsequent results are shown. Those will be the basis of principal component analysis 
in Sect. 4, which clarifies the scheme of public sector reform.  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The goal of improved social structure: ternary structure 

A system of public administration of a local government in Japan can be stratified as 
a hierarchical structure, consisting of philosophies, policies, measures, projects, and 
operations from the top to the bottom; all these operations are administered by the 
public sector at present. Among these operations, the study focused on projects as the 
object of evaluation. Inasmuch as delegating authority of the public sector to other 
potential sectors would be crucial for successful reform; some sectors including the 
public sector were focused on as the alternatives to be delegated the power in the study. 
The matching process consisted of three steps shown below. In the process all the 
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projects were evaluated based on seven properties defining the publicness listed below; 
these properties were listed from the viewpoint of appropriateness for the aforemen-
tioned evaluations and characterizations by interviewing the executives of a local 
government.  

 
Seven properties 

• Authority: the power or right to give orders or make decisions 
• Efficiency: skill in avoiding wasted time and effort 
• Coproductivity: doing with or working with others for a common purpose 
• Publicity: benefit or utility for the people or community 
• Fairness: ability to make judgments free from discrimination or dishonesty 
• Profitability: the quality of affording gain or benefit or profit 
• Disciplinary: having quality relating to a specific field 

Step 1—Evaluation of projects 
All (266) the projects were evaluated based on the above mentioned seven properties. 
In this step, 17 executives of a local government were asked to evaluate projects they 
were in charge of. In a practical sense, they conducted pairwise comparisons from the 
viewpoint of the seven properties by the dominant method for each project. In the 
process of pairwise comparisons, the key concept featuring the public sector, Authority, 
was selected as the dominant alternative and was compared with others. Then, the 
evaluation of each project was derived as a weight vector, called e-vector which was 
normalized by l1-norm and denoted ei={weight of property j}, (i=1, …, 266; 
j=Authority, Efficiency, Coproductivity, Publicity, Fairness, Profitability, Discipli-
nary).  

Left out the details here, this step concluded that Publicity and Coproductivity were 
highly weighted, while Profitability and Authority were not in the aggregate. 

 
Step 2—Characterization of alternative sectors 
The four alternative sectors were characterized by the seven properties which were the 
same as those employed in Step 1. In this step, the executives of a local government 
were asked to characterize alternative sectors; they individually conducted pairwise 
comparisons of the seven properties for each sector. Based on the pairwise comparison 
matrices of executives, the geometric mean of each element of the matrices were cal-
culated and one pairwise comparison matrix was generated as a consensus-based ma-
trix. Then the characteristic of each sector was elicited as a weight vector, called 
c-vector which was normalized by l1-norm and denoted cj={weight of sector k}, 
(j=Authority, Efficiency, Coproductivity, Publicity, Fairness, Profitability, Discipli-
nary; k=public sector, semi-public sector, agency, private sector). Furthermore, the 
matrix (cj

T) could be defined as the characteristic matrix of each sector, called C-matrix 
and denoted C.  

Left out the details of C-matrix here, each sector has its dominant characteristics; the 
public sector excels at Authority, Publicity and Fairness; the semi-public sector does at 
Coproductivity, and so on.  

 



 An Application of Dominant Method: Empirical Approach to Public Sector Reform 47 

Step 3—Overall judgment 
An overall judgment concerning the matching of projects with alternative sectors was 
derived by taking the weighted average of the evaluations of each project and the 
characteristics of sectors. C·ei

T was calculated as the overall judgment for project i 
(i=1, …, 266) in this step.  

As the final output of the matching process proposed in the study, Step 3 read out the 
overall judgment concerning which project should be administered by which sector. 
The study implied that 93 out of 266 projects should be devolved from the public sector 
to other sectors. The details are; 38 projects (14.3%) should be devolve to a semi-public 
sector, 11 (4.1%) to an agency and 44 (16.5%) to a private sector. 

These results give quantitative outputs to administrative evaluation and rational 
bases for public sector reform. Based on the interview following these analyses, both 
the matching process and the results of this study are persuasive for administrative of-
ficials of a local government. Left out he details here, more than 70% of the respon-
dents thought that the outputs of the matching process were true or rather true. 

4   Verification of the Framework of How to Reform Public Sector 

In this section, principal component analysis concerning the feature of publicness is 
carried out based on the results the study (2007), and the framework of how to reform 
public sector implied by the joint research (2003) is verified by extracted new concepts 
representing the aspect of the projects of a local government.  

4.1   Results of Principal Component Analysis 

In the analysis, the outputs of the Step 1 of the previous study, 266 eigenvectors ei (i=1, 
…, 266) not-normalized by l1-norm, are employed. Cumulative proportion of the top 
four components reaches 77.56%; those four components, Cm (m=1, …, 4), therefore, 
are employed to represent the aspect of the projects of a local government. Table 1 
shows the component score of each property; the maximum of absolute value of each 
column are boldfaced. As shown in the table, each component has its own character-
istics, which could be defined as follows; C1: degree of involvement of markets; C2: 
degree of controllability of markets; C3: degree of freedom of new entries; C4: degree of 
openness of markets.  

Fig. 2 is the scatter diagram of all the projects plotted on C1C2-plane. As illustrated 
in the figure, projects are distributed all over the plane. Among those projects, some 
form a group in the third quadrant, for instance. Such projects as their degrees of the 
involvement of markets nor those of the controllability of markets are neither low, are 
estimated to range in the area. In fact, the previous study concluded that 27 among the 
32 projects included in the circle should be transferred their operations to a semi-public 
sector; a project, “the promotion of activities for community welfare,” is one of such 
projects. On the other hand, only 5 out of the 32 projects were concluded to remain 
under control of the public sector. These results well explains that each principal 
component represents the aspect of the projects. 



48 Y. Sato 

Table 1. Component score of each property 

component Authority Efficiency Coproductivity Publicity Fairness Profitability Disciplinary 

1 0.0082 0.6570 -0.5268 -0.5339 0.0817 0.6430 0.5764 

2 0.7158 -0.1798 -0.7394 0.4376 0.3336 -0.2566 0.1633 

3 0.2286 -0.3573 0.2958 -0.6674 0.4955 -0.2733 0.2909 

4 -0.0594 0.2415 -0.0215 -0.0070 0.7225 0.2329 -0.6628 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Distribution of all the projects on C1C2-plane 

Left out the details of C1C3-plane and C1C4-plane here, every quadrant in both planes 
has its own characteristic. Some projects form a group which partakes reasonable 
property in conjunction with the region where the group ranges, which coincides the 
result of the previous study. Some actual projects with typical properties could be found 
in each group  

4.2   Scheme of Public Sector Reform 

Based on the previous study which clarified the property of each project of a local 
government and the characteristic of potential sectors, this paper reveals the concept of 
publicness on the plane of new coordinates which is inductively derived from principal 
component analysis. Fig. 3 is the scatter diagram of the seven properties featuring 
publicness with reference to a C1-axis and a C2-axis. The layout of each property 
plotted in the figure is extracted on the basis of the administrative evaluation of pro-
jects. Since the evaluation discussed an appropriate publicness, the figure could be 
interpreted as the goal of social structure. 
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Fig. 3. Distribution of the seven properties on C1C2-plane 

As shown in Fig. 3, the C1C2-plane roughly consists of the following four regions, 
which could be named as regions of the public sector, agency, semi-public sector and 
private sector with the following reasons. The region in the second quadrant is char-
acterized by the properties of Authority, Publicity and Fairness, and its degree of C1 is 
low and that of C2 is high. In fact, with reference to Fig. 2, the region includes such 
projects as to be administrated by the public sector. Thus the area could be interpreted as 
the public sector region. In the same way, each regions can be interpreted as follows. 
The region ranging over the first and the second quadrant is featured by the properties of 
Disciplinary, Fairness and Publicity, and its degree of C2 is medium. The region indeed, 
consists of such projects as to be administrated by an agency, which could be considered 
as the agency region. The region in the third quadrant is characterized by the property of 
Coproductivity, and its degree of C1 nor that of C2 is neither low. In fact, the region in-
cludes such projects as to be administrated by a semi-public sector. Thus the area could 
be interpreted as the semi-pubic sector region. The region in the fourth quadrant is 
featured by the properties of Disciplinary, Efficiency and Profitability, and its degree of 
C1 is high and that of C2 is low. The region indeed, consists of such projects as to be 
administrated by a private sector, which could be considered as the private sector region.  

As described in Sect. 2, the joint research deduced a framework of how to reform the 
public sector with theoretical approach, which implied that present public sector should 
be decomposed into refined public and intermediate sectors as Fig. 1 in Sect. 2  
illustrates. The figure concluded that present public-private binary social structure 
should change and improve to ternary structure consisting of refined public sector, 
intermediate sector and private sector. On the other hand, this paper carried out prin-
cipal component analysis concerning the properties featuring the projects of a local 
government based on the results the study. Fig. 3 shows the structure of publicness and 
illustrates the scheme of public sector reform.  
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Compared Fig. 1 with Fig. 3, the concept of coordinate axes in the figures could be 
similarly interpreted; horizontal axes: profit-nonprofit in Fig. 1 and the degree of in-
volvement of markets in Fig. 3, vertical axes: enforceable-not enforceable in Fig. 1 and 
the degree of controllability of markets in Fig. 3. In addition to the similarity of the 
concept of coordinate axes, the layout of alternative sectors in Fig. 1 and that of the four 
regions in Fig. 3 is almost the same. Thus, the implication of Fig. 3 could be considered 
almost the same as that of Fig. 1, which ensures that the result of this paper empirically 
verifies the joint research. The approaches taken to public sector reform were different 
between the joint research which is theoretical and this paper which is empirical; the 
implication, however, is the same with each other.  

5   Concluding Remarks 

In this paper, we first focused on the framework of how to reform the public  
sector proposed in the joint research (2003). The research concluded that present public 
sector should be decomposed into refined public and intermediate sectors, and the 
public-private binary social structure should change and improve to ternary structure 
consisting of refined public sector, intermediate sector and private sector. Then, we 
focused on the quantification of criteria employed in the study (2007), which leads to a 
rational approach for prospective way to delegate authority from the public sector to 
other potential sectors in the process of public sector reform.  

Based on the results the previous study, principal component analysis concerning 
properties featuring the projects of a local government was carried out in this paper. 
The new concepts representing the aspect of the projects of a local government were 
extracted, which illustrated the structure of the publicness and showed the scheme of 
public sector reform. As a result, the analysis empirically verified the implication of the 
above mentioned joint research. The approaches of the research and the study were 
different; while the implications coincide with each other. 

On the other hand, we seem to have other critical problems in the execution of public 
sector reform, according to interviews following this study. The results derived from 
this study were persuasive for administrative officials; one executive, however, said, 
“Evaluating administrative activities is one thing; implementing reformations is an-
other.” Indeed, almost all local governments evaluate their administrative activities to a 
greater or lesser degree, a great many projects of the local government have not yet 
been reformed. We, thus have the following open-ended questions: how to deal with 
so-called political maneuvers, which sometimes leave conventional projects un-
changed; how to deal with the nature of organization and its personnel, clinging to 
vested interests that prevent reformation within local government. Further analyses 
based on case studies are necessary. 
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Abstract. The use of artificial intelligent (AI) techniques for testing software applica-
tions has been investigated for over a decade. This paper proposes a framework to  
assist test managers to evaluate the use of AI techniques as a potential tool to test  
software. The framework is designed to facilitate decision making and provoke the 
decision maker into a better understanding of the use of AI techniques as a testing 
tool. We provide an overview of the framework and its components. Fuzzy Cognitive 
Maps (FCMs) are employed to evaluate the framework and make decision analysis 
easier, and therefore help the decision making process about the use of AI techniques 
to test software. What-if analysis is used to explore and illustrate the general applica-
tion of the framework. 

1   Introduction  

Software systems have penetrated much of the infrastructure of modern society, and 
the spread of software throughout society continues to proceed rapidly. Software is a 
key element of the systems and devices that support many of the activities that are an 
accepted part of our modern lifestyle. There is a consequent reliance on the correct 
behaviour of software, and an expectation that it will not fail. However, software is an 
increasingly complex product, remains labour intensive and is an error prone activity 
[1]. The consequences of software failure range from the trivial (such as the need to 
restart a computer program), through the very inconvenient (such as the malfunction 
of traffic signals), to the catastrophic, where life and property may be affected. To 
minimise software failure, and its various impacts, high quality software must be cre-
ated. Testing is a major quality assurance technique to evaluate the quality of software 
throughout the development cycle [1, 2].  

This paper proposes a framework that a test manager can consider in making deci-
sions about the use of AI techniques for software testing. The framework offers test 


